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Preface 

These proceedings contain the papers accepted at the 2007 European PKI Workshop: 
Theory and Practice (EuroPKI 2007), held in Palma de Mallorca, Spain, during June 
28–30, and hosted by the Computer Science Department of the University of Balearic 
Islands (UIB) with the support of the Balearic Islands Government and the Private 
Law Department at UIB. This year’s event was the fourth event in the EuroPKI 
Workshops series. Previous events of the series were held in: Samos, Greece (2004); 
Kent, UK (2005); and Turin, Italy, (2006).   

In response to the call for papers, 77 papers were submitted to this year’s 
workshop, setting a record of the highest number of papers submitted to an EuroPKI 
event so far and confirming an increased interest in PKI research and in the EuroPKI 
event. Each paper was reviewed by three members of the Program Committee, and 
evaluated on the basis of its significance, novelty, technical quality and relevance to 
the workshop. The paper selection process was very competitive: of the papers 
submitted, only 21 full papers and 8 short papers were selected for presentation at the 
workshop and inclusion in this volume. 

We would like to thank all those people who, in a different capacity, contributed to 
the realization of this event. Thank you to all the members of the Program Committee 
and to the external reviewers for their constructive and insightful comments during 
the review process. Thank you to the staff of Springer for their co-operation and their 
excellent work during the publication process. Special thanks to: the members of the 
Organizing Committee for their hard work in dealing with all matters related to the 
conference organization; to the sponsors, for their valuable support; and to the invited 
speakers, Bart Preneel and Gene Tsudik, for accepting our invitation to deliver a talk.  

Finally, we would like to thank all the authors who submitted papers to the 
workshop, including those whose submissions were not selected for publication, and 
all the workshop attendees. We hope that you find the proceedings interesting. 

 
 

June 2007                                                                                                                         Javier Lopez 
       Pierangela Samarati  

Josep L. Ferrer 
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Francisco Rico-Novella

Security-by-Contract: Toward a Semantics for Digital Signatures on
Mobile Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297

N. Dragoni, F. Massacci, K. Naliuka, and I. Siahaan

Applicability of Public Key Infrastructures in Wireless Sensor
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 313

Rodrigo Roman and Cristina Alcaraz

Spatial-Temporal Certification Framework and Extension of X.509
Attribute Certificate Framework and SAML Standard to Support
Spatial-Temporal Certificates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 321
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Authorization Architectures for
Privacy-Respecting Surveillance

Ulrich Flegel and Michael Meier

University of Dortmund, D-44221 Dortmund, Germany
{ulrich.flegel|michael.meier}@udo.edu

Abstract. Even more than in our physical world, in our digital world
we need systems that meet the security objective of service providers
and users in equal measure. This paper investigates the requirements
of secure authorizations with respect to accountability and privacy
in the context of surveillance for misuse detection during service
utilization. We develop a model of system architectures for secure and
privacy-respecting authorizations that allows to derive and compare the
properties of available technology. It is shown how the model maps to
existing authorization architectures.

Keywords: Architecture, authorization, privacy, pseudonym, surveil-
lance, misuse detection, intrusion detection.

1 From Physical to Digital: A Short Visit to the Zoo

Many safeguards in the digital world mimic safeguards in the physical world. The
reason probably is that safeguards are necessary, if the actors do not trust each
other. However, at the end of the day, trust is usually anchored in the physical
world. Using an example it is shown how we deal with trust in the physical world.
In the following, we describe the case of a student who wants to visit the zoo.
In the example the zoo serves as a service provider offering free admission to
students. Non-students might feel tempted to defraud the zoo by pretending to
be a student in order to obtain free admission. Hence, the personnel at the zoo
ticket booth is instructed not to trust statements that customers make about
their own property as a student. For customers it is thus insufficient claiming to
be a student, also because the ticket booth personnel cannot verify the statement
without considering supporting documents. Instead, it is required to show a valid
student ID. The student ID is used as a certified property statement that assigns
the name of the subject of the statement to the property student. At the ticket
booth a certified property statement is accepted, if it is a student ID, as a matter
of policy the issuing university is trusted to generate useful property statements,
the person on the picture visually matches the presenting person, the student
ID has not yet expired and looks “genuine”.

If the student ID is accepted at the ticket booth, the presenting person is
authorized to pass the zoo entrance. The presenting person receives the service-
specific property authorized for zoo entrance. Therefore customers that are au-
thorized for zoo entrance receive an admission ticket at the ticket booth. The

J. Lopez, P. Samarati, and J.L. Ferrer (Eds.): EuroPKI 2007, LNCS 4582, pp. 1–17, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



2 U. Flegel and M. Meier

ticket is accepted at the zoo entrance, if the stated ticket booth is trusted to issue
tickets only to persons that are authorized for zoo entrance, the ticket number
looks “plausible”, the ticket authorizes to pass the zoo entrance, it has not yet
expired and looks “genuine”.

If the admission ticket is accepted at the zoo entrance, the student may enter
the zoo. Right in the front is a sign that specifies behavior that is by policy
prohibited in the zoo. Most notably, it is prohibited to tease the monkeys, since
they may take revenge using banana peel projectiles. Thus, for the time being,
the zoo trusts that the visitors stick to the rules. At critical areas (at the monkey
house) the zoo may put a guard in place. The guard observes the behavior of
the visitors and reacts, if he detects a violation of the zoo policy.

This paper presents a model for authorization architectures and criteria for de-
riving and comparing generic high-level properties of existing privacy-enhancing
technologies when applied to surveillance for misuse detection. The model and
criteria are developed in four steps:

– Generalizing the hybrid PKI model of Biskup and Karabulut [1] by abstract-
ing from PKI-specific technology an architecture model for secure authoriza-
tions is developed, which primarily meets the security interests of service
providers (see Sect. 2).

– Our previous work on pseudonyms [2] is generalized for the model to solve
the privacy problems created by surveillance data, thereby enabling lawful
misuse detection. What distinguishes our pseudonym approach from related
work is the integrated notion of technical purpose binding for pseudonym
disclosure (see Sect. 3).

– Combining the model from Sect. 2 with pseudonyms results in an architec-
ture model for secure and privacy-respecting authorizations (see Sect. 4).

– Given the model, criteria are developed to derive and compare generic
high-level properties of privacy-respecting authorization architectures (see
Sect. 5). It is shown how the model can be applied to existing privacy-
enhancing technologies (see Sect. 6).

The proposed model is compared to existing models in Sect. 7 and the paper
concludes in Sect. 8 with a summary of the contributions.

2 An Architecture Model for Authorizations

Based on the assumption that services do not generally trust in property state-
ments that users make on their own behalf, authorization architectures rather
rely on property statements that are responsibly certified by agents trusted by
the service. In the proposed model individuals, computers and other players in a
distributed IT system are denoted as entities. A principal is a bit string that is
unique within its scope of application and it is associated with an entity to serve
as its surrogate. An entity can enjoy properties, which in turn may be used in
conditions in authorization policies, and are taken into account during the trust
evaluation.
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The terms certification and certificate in the model denote the process and the
result, respectively, when a responsible agent certifies a statement about rather
entity-specific than service-specific properties in its role as a certifier. In Sect. 1
the student ID is a certificate, which expresses the certified statement about the
entity-specific property student.

In the model the term authorization denotes the process and the result, when a
responsible agent certifies a statement about service-specific properties in its role
as an authorizer. In Sect. 1 the zoo admission ticket is an authorization, which
expresses the certified statement about the service-specific property authorized
for zoo entrance.

A responsible agent (cf. the university or the zoo ticket booth in Sect. 1)
verifies that a subject entity enjoys certain properties and certifies a statement
under one of his own principals, such that the statement assigns a principal of
the subject to property attributes that correspond to the verified properties of
the subject. The association of the subject principal with the presenting entity
is verifiable by means of authentication data. A property statement also con-
tains verifiable data concerning the validity of the statement, where the data
can only be generated by the responsible agent and practically cannot be coun-
terfeited. Note that certified property statements come in different forms, such
as static documents (e.g. certificates [1]) or as traces of interactive protocols (e.g.
anonymous credentials [3]).

Property statements comprise the following components (see Fig. 1): A princi-
pal of the responsible agent for the trust evaluation, parameters for checking the
validity, authenticity parameters for authenticating the presenting entity, a set
of attributes expressing the subject properties and being evaluated for the access
decision, and the subject principal, which is used for linking property statements
while processing service requests.

The components of certified property statements primarily support security
objectives of the service providers. Accordingly the fat light grey frames in Fig. 2
enclose the system components where the service-related security objectives are
enforced and which must not be controlled by the user. In Fig. 2 the solid arrows
indicate the flow of certified or verified property statements.1 In the text the
arrows are referenced by their identifiers (here: ‘A1’ to ‘C2’).

The players in the basic model in Fig. 2 are the user-side management, a
certifier, an authorizer and a service. As an example, in Kerberos [4] they can
be mapped to the client, the authentication server, the ticket granting server,
and the service. The authorization for the utilization of a service can be broken
down into the following three phases: 1) The user has his relevant properties
certified (see ‘A1’, ‘A2’ and ‘A3’ in Fig. 2). 2) Presenting his relevant certificates
the user is authorized for the utilization of the service (see ‘B1’, ‘B2’ and ‘B3’ in
Fig. 2). 3) Presenting the authorization the user can utilize the service (see ‘C1’
and ‘C2’ in Fig. 2). The management is controlled by the user. It interacts with
other players, and based on the policy of the user, and aiming at satisfying the

1 We assume that the service answer does not include statements about the properties
enjoyed by the user. Hence, the service answers are not shown in the model.
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requirements of the service or responsible agent (see the policies in Fig. 1), it
chooses property statements and information that are suitable for the respective
interaction. There are slightly different variants of the basic model reflecting
shortcuts that existing authorization architectures take [5].

3 Pseudonyms with Technical Purpose Binding of
Disclosure

As described in Sect. 2 the access decision for service utilization is based on
certified property statements including a subject principal. While processing a
service request for a subject, in the system occur events that are triggered by
the step-wise computation of the answer to the request, where these events usu-
ally are linked to the subject principal. That is, system events are accountable,
usually with the objective of accounting detected misuse to the perpetrator. The
working principle of surveillance technology for misuse detection is based on an-
alyzing relevant system events manifested in audit data (cf. guard in Sect. 1).
Appropriately responding to detected misuse, i.e. locking out some user or fil-
tering source IP addresses, requires that the manifestation of the misuse in the
audit data be accountable.

When collecting and processing audit data the obvious conflict between the
individual user’s interest in privacy and the overall security objective account-
ability can be solved by using pseudonyms in the audit data instead of sub-
ject principals. In the sense of multilateral security [6] a fair solution can be
achieved by distinguishing the normal case (no accountability) and the excep-
tional case (accountability can be established) by controlling the external knowl-
edge about (parts of) the pseudonym mapping. We discuss the legal foundation
of such a solution elsewhere [5] and define a pseudonym as a principal that does
not allow the identification of the assigned entity, based on the definitions of
Pfitzmann and Hansen for unlinkability and anonymity [7]. Further concepts of
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pseudonymization, pseudonym mapping, pseudonym disclosure and reidentifica-
tion building on the aforementioned definitions are used intuitively here and
defined in more detail elsewhere [5].

The controlled disclosure of pseudonyms is the controlled ability to make
pseudonymized objects accountable again. This ability is controlled by enforc-
ing who can use the pseudonymity mapping. The entity which manages the
pseudonym mapping is responsible for performing reidentification for legal pur-
poses of authorized entities only. We say that pseudonym disclosure is subject
to purpose binding, if it is granted only for some a priori specified purpose, e.g.
responding to detected misuse. If the responsible handling is conferred to a per-
son, the reidentification is subject to organizational purpose binding. Since this
person needs to manually perform the purpose binding, pseudonym disclosure
may be delayed and not be sufficiently fast for a timely misuse response. Al-
ternatively the purpose of pseudonym disclosure can already be incorporated
during pseudonym generation. The pseudonymized audit data is automatically
supplemented with certain information that neutralizes the protection of the
pseudonym mapping under certain conditions. The purpose of pseudonym dis-
closure determines under what conditions the protection becomes ineffective,
and (parts of) the pseudonym mapping can be used for reidentification. The
pseudonyms can be disclosed only if these conditions are met. If the protection
of the pseudonym mapping is customized for the disclosure conditions, such that
it cannot be circumvented – e.g. by means of cryptography [2], the pseudonyms
are subject to disclosure with technical purpose binding. The advantages of tech-
nical purpose binding will become apparent in the context of the architecture
model in Sect. 4.

4 An Architecture Model for Privacy-Respecting
Authorizations

In many cases person-identifying IDs are not necessary to verify certified prop-
erty statements and to provide a service [8]. If for a given application IDs are
not necessary, property statements and their references can be pseudonymized
by replacing the subject principal with a pseudonym. As an example, the Ger-
man act on digital signatures already allows for pseudonymous certificates (§7
Sect. 1-3 SigG [9]). In the example from Sect. 1 the admission ticket to the zoo
does not need to contain the name of the ticket owner. Instead, it has a unique
ticket number, which can be interpreted as a pseudonym of the ticket owner in
the context of the zoo service.

On the one hand, the agent now is additionally responsible to the inter-
est of accountability of the recipients of the property statement, for disclosing
pseudonyms in accord with his pre-engaged policy to specific entities for specific
purposes only. On the other hand, the agent is also responsible to the interest of
the subject entity in pseudonymity, for protecting the pseudonym mapping and
adhering to the declared policy w.r.t. pseudonym disclosure and linkability.
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In the following, the basic model from Fig. 2 is extended with the site security
officer (SSO) of the service provider, who, by means of audit data, observes and
analyzes the behavior of the service users, and if necessary, conducts appropriate
response (see Fig. 3). The audit data is collected by the audit component of
the service and is conveyed to the analysis component of the SSO (see ‘E1’ in
Fig. 3). According to the purpose of analysis, i.e. purpose of processing, the
analysis component generates event reports and provides them to the response
component (see ‘E2’ in Fig. 3). The response component reacts on the event
reports, for example by informing the SSO and by suggesting appropriate action.
An event report can comprise an analysis context, which is a sub-set of the audit
data. For this text we consider an intrusion detection system (IDS) as an instance
of the described additional components, where the purpose of processing of the
analysis component is the detection of misuse scenarios2 that are caused by the
service users.

Fig. 3 to Fig. 6 depict the privacy-respecting versions of the basic model
(cf. Fig. 2), where user IDs are pseudonymized before they can be observed
by the SSO in the audit data. The graphical elements in the figures call for
some explanation. The solid arrows indicate the flow of accountable and certi-
fied or evidenced property statements. The dashed arrows indicate the flow of
anonymous or pseudonymous property statements. The dotted arrows indicate
the flow of the pseudonym mapping. Each fat grey frame indicates the control
requirement of a certain entity w.r.t. the framed components. An entity B must
not control the components implementing the interest IA of another entity A,
which is in conflict with the interest IB of B. The dark grey frames represent the
user’s interest in pseudonymity. Conversely, the light grey frames represent the
SSO’s interest in accountability. Finally, the black boxes together implement a

2 Models of misuse scenarios are activity patterns that are known to the IDS, i.e., here
we consider so-called misuse detection, but not so-called anomaly detection.
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function of multilateral security. Note that they are surrounded by a dark as well
as by a light grey frame, i.e., the interests (pseudonymity and accountability)
are clashing and need to be balanced.

A unilaterally secure architecture can be built in favor of anonymity. In such
an architecture the certifier does not verify that the subject component provided
by the user contains an ID which actually identifies the user (see plausibility
check in Fig. 3).3 The user’s management component can then choose arbitrary
pseudonyms for the property statement and the corresponding pseudonym map-
ping is also controlled by the user’s management component. The SSO would
have to rely on the user to disclose his pseudonyms, i.e. dependable accountabil-
ity is not possible.

Architectures providing multilateral security take conflicting interests into
account [6], such that the entities, who pursue the conflicting interests, should
not be able to control the objects of interest, i.e. the pseudonyms in the property
statements. Instead, for multilateral security the pseudonym mapping could be
controlled by one or more agents, which the users and the SSO need to trust
(see Fig. 4 to Fig. 6). The presented architectures can also be adapted to the
variants mentioned in Sect. 2 [5].

The architectures depicted in Fig. 4 to Fig. 6 only make use of pseudonyms
with disclosure subject to organizational purpose binding. Fig. 7 shows for the
architecture with audit data pseudonymization at the service layer,4 how the
control requirements can be relaxed by using technical purpose binding for
pseudonym disclosure, instead of organizational purpose binding.

For technical purpose binding the pseudonym mapping is provided to the rei-
dentifier in a protected form (see ‘R1’ in Fig. 7b). Additionally the pseudonymous
audit data is supplemented with information needed to neutralize the protection

3 Note, that this is actually the case for many web-based services on the Internet.
4 Technical purpose binding is also possible in the certification and authorization layers

of the model, but yields varying benefit (see Sect. 5).
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of the pseudonym mapping (see ‘E2’ in Fig. 7b). Due to the nature of the protec-
tion of the pseudonym mapping, reidentification is only possible in accordance
with the a priori defined purpose of controlled pseudonym disclosure. As a result,
the user does not need to trust the entity any more, which controls the reidenti-
fication component. Hence, the SSO may control the reidentification component
and may disclose pseudonyms in a timely and autonomous fashion, as soon as
the respective purpose permits.

5 Comparing Architectures

Fig. 3 to Fig. 6 depict the different phases or layers where pseudonyms can
be introduced in the model, such that the analysis component works only on
pseudonymized audit data. Introducing pseudonyms in a given layer or phase
has specific benefits and disadvantages, which are investigated in the following
and summarized in Table 1.

Table 1. Summary of architecture properties, grouped by relation to the issues of
trust, security and cost of deployment. Each criterion can be ‘

√
’=met, ‘−’=not met,

or ‘%’=irrelevant in the given context.

property criteria pseudonymizing entity
management certifier authorizer service

multilateral security − √ √ √

independence of service
√ √ − −

dependable attributes − √ √
%

technical purpose binding − − √ √

verifiability of pseudonyms b.a.
√ √ √ −

independence of user − − − √

independence of infrastructure
√ − − √

In the model can multilateral security only be supported by entities which do
not pursue one of the conflicting interests that they are supposed to balance.

Even if an entity does not itself pursue a certain security objective, the organiza-
tion it is affiliated with and which it depends on still can pursue a certain security
objective. Due to the dependence on an organization, the entity’s activity could
be biased in favor of the organization’s interests. In the physical world, one hopes
to avoid the problem of biased decision-making by conceding an elected person a
secure position within the organization, such that he can make decisions that are
in conflict with the organization he depends on, without thereby threatening his
own employment (see independence of service in Table 1). As an example, such a
position has been created by the German labor law for the works council and by
the German privacy law for the privacy commissioner.

Depending on which entity responsibly certifies a pseudonymous property
statement, can the evaluating party rely on the statement, i.e. that the respective
entity or person actually enjoys the certified properties. From the perspective of
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the service provider an agent, which pursues the security objectives of the service
provider, can be trusted to provide dependable attributes in property statements.

While in Sect. 4 technical purpose binding of pseudonym disclosure is described
for audit data, in principle it can also be realized for the authorizer. Consider-
ing technical purpose binding for the certifier, one has to bear in mind that a
given certificate is used to acquire authorizations for various services with various
purposes for processing and for audit data analysis. The pseudonyms and the re-
spective technical purpose binding would have to support all of these anticipated
purposes for disclosure as well as linkability. This would come along with a mas-
sive erosion of the pseudonymity of the respective certificates, such that it seems
inappropriate to realize technical purpose binding for pseudonymizing certifiers.

As long as pseudonyms are introduced before the service access phase, the
service can verify the pseudonymous authorization and the properties of the
pseudonyms (see verifiability of pseudonyms b.a. in Table 1). Service requests
with invalid pseudonyms can be detected by the service’s verification component
and can be rejected to avoid losses.

If the pseudonymization does not rely on a software component that is con-
trolled or operated by the user, the pseudonymization is said to be independent
of the user. On the one hand, this leaves the user out of the control loop, and
he can independently take additional measures. On the other hand, the service
provider is anyway obliged to comply with the privacy law and cannot shift this
obligation to the users [5]. Moreover, a software component, which needs to be
made available to the user, generates additional cost.

The architectures based on certificates and authorizations require trustworthy
agents for certification and authorization, respectively. The effort for establish-
ing such an infrastructure must not be underestimated. Independence of infras-
tructure therefore is in the interest of a quick and cost-efficient deployment of
anonymity or pseudonymity.

6 Mapping Existing Architectures to the Model

In the following, for each of the pseudonymizing entities in Table 1, exemplary
privacy-enhancing technologies (PETs) are mapped to the model proposed in
Sect. 4. The selection does not claim to give a comprehensive or representative
survey over PETs. Rather the intention is to give an impression how the model
can be used to classify PETs in the context of authorization.5

6.1 Architectures with Pseudonymizing Management

Identity management components installed on the user’s personal device (e.g.
personal digital assistant, PDA) assists the user with creating and selecting his
partial identities or identity profiles, which contain property statements.
5 The selection intentionally does not cover all possibilities for acting pseudonymously

or anonymously, for example anonymous publishing, anonymous elections, anony-
mous auctions, anonymous (peer-to-peer) file-sharing, Private Information Retrieval
(PIR) and its applications are not considered.
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Instead of locating this functionality on the user device, it can also be located at
one or more third parties, also denoted as infomediaries, which the user trusts [10],
such as Proxymate a.k.a. Lucent Personalized Web Assistant (LPWA) [11, 12].

Property statements to be sent out are selected, e.g. using P3P, by matching
the security requirements and the privacy policy of the given recipient to the
privacy requirements tied to the partial identities defined by the user, while
considering the actual situation in which the user acts [12, 13]. In analogy to the
trust evaluation carried out by the recipients of property statements, the user’s
management component evaluates the trust w.r.t. the recipient’s privacy policy,
before selecting and sending a property statement.

6.2 Architectures with Pseudonymizing Certifier

To effectively provide anonymous communication in distributed systems, per-
sonally identifying data must be avoided in all layers of the OSI reference
model. Hence, anonymous services in the application layer require additional
services that provide for anonymous communication. Secure anonymous com-
munication services may also support conditional anonymity [14]. As an ex-
ample, Mix systems distribute the trust, which the user needs to invest, over
several autonomous parties. There are various implementations of Mix systems:
Onion Routing/TOR, Hordes, Freedom Network, JAP, Babel and Mixmaster-
Remailer. Crowds and Cypherpunk-Remailer are based on similar concepts. Sim-
pler systems, which do not distribute the necessary trust, are or were for example
Anonymizer.com, Anonymouse and Anon.penet.fi. Surveys of these technologies
have been published by several authors [15, 16, 17, 18, 19].

Anonymous or pseudonymous credentials are introduced as anonymous or
pseudonymous property statements in Sect. 4. The literature offers various ap-
proaches for implementation [20, 21, 22, 23, 24, 3, 25].

Verifying anonymous or pseudonymous property statements comprises anony-
mously or pseudonymously authenticating the presenting party (see authenticity
component in Sect. 2). There are several proposals for authentication technology
subject to controlled identity disclosure [26, 27, 28], or at least with strong mech-
anisms to discourage the unauthorized sharing of pseudonyms with other users
[29]. Anonymous authentication is frequently realized using group signatures.

Fair electronic offline cash usually provides for controlled identity disclosure
subject to technical purpose binding in the case that someone spends a given
electronic coin more than once (commonly denoted as double spending) [17, 30,
31, 32, 33, 34].

For the privacy-enhanced intrusion detection system ANIDA the Kerberos au-
thentication server was conceptually extended to use pseudonyms with controlled
disclosure subject to organizational purpose binding [35].

6.3 Architectures with Pseudonymizing Authorizer

Anonymous credentials, coins and anonymous authentication may also be em-
ployed for authorizers (cf. Sect. 6.2). We give only two examples. Based on the
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fair electronic coins of Chaum et al. [36] Internet dial-in users can anonymously
log-in to dial-in access points of their Internet providers [37]. A similar approach
was proposed as a payment system for wireless LAN Hotspots [38].

Serial transactions can be authorized in a completely unlinkable fashion by
extending the validity of one-show credentials at each use for the following trans-
action only [39].

Büschkes and Kesdogan also proposed a second approach to privacy-enhanced
intrusion detection, where the Kerberos ticket granting server is complemented
with a multilaterally secure Mix [35].

6.4 Architectures with Pseudonymizing Service

In the following is only personal data considered that has already been collected
by a service in the form of audit data for misuse detection. When considering
service-side anonymization or pseudonymization, it is useful to keep the criteria
summarized in Table 1 in mind. To be able to react timely on detected mis-
use, a timely pseudonym disclosure is desirable, preferably without the need to
involve third parties. This can be realized using technical purpose binding of
pseudonym disclosure. Also, the solution should be practical and independent
from users and expensive infrastructures. As shown in Table 1 these requirements
can only be simultaneously met at the service layer. In the following, approaches
for anonymization or pseudonymization of audit data at the service layer are
summarized.

In her seminal work on Intrusion Detection and Avoidance (IDA) Fischer-
Hübner proposed the concept of misuse detection using pseudonymized audit
data [40, 41]. The concept of pseudonymized audit data for misuse detection
is used by Sobirey, showing that it is workable with operational intrusion de-
tection systems. The IDA concepts have been integrated with the fully work-
ing IDS Adaptive Intrusion Detection (AID) [42]. Lundin developed a simple
pseudonymizer for the audit data of an operational firewall, to be able to legally
use the pseudonymized audit data for intrusion detection experiments [43]. Rieck
developed the pseudonymizer bsmpseu to pseudonymize Solaris BSM audit data,
which was used for intrusion detection experiments. We introduced an approach
for pseudonymizing audit data for misuse detection in a multilaterally secure
way, where the controlled pseudonym disclosure and pseudonym linkability are
subject to technical purpose binding [2].

Further approaches to pseudonymizing audit data are known for web server
log files that are aggregated for statistical purposes, e.g. [44], and for network
traffic traces, which need to be shared for research purposes, e.g. [45].

7 Related Work

Other approaches or models have been proposed to describe anonymous or
pseudonymous authorizations. In the following they are briefly outlined and
mapped to our model.
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The Dutch privacy authority Registratiekamer together with the information
and privacy commissioner of Ontario, Canada, developed a model for informa-
tion systems with a focus on privacy [8]. Based on this model, the authorization
process, including the respective audit data, is described in analogy to the archi-
tecture, where the service holds the property statements, such that no further re-
sponsible agents are needed and the service needs not to verify the validity of the
property statements [5]. Accordingly, the users merely obtain references to the
statements about their properties. A so-called Identity Protector can be placed
at several locations in the model. The Identity Protector acts as a pseudonymiz-
ing entity which separates components where user IDs are known from compo-
nents, where merely the respective pseudonyms are processed. For each proposed
placement of the Identity Protector the resulting architecture is described by van
Rossum et al. [8], however without distinguishing the respective properties and
specifying the control requirements. The Identity Protector corresponds to the
management component in our model, when implemented near the user, i.e., in
between of the user representation and the service. It corresponds to the certifier
or authorizer when implemented as a third party between the user representa-
tion and the service. Finally, the Identity Protector corresponds to an audit data
pseudonymizer, when implemented between the service representation and the
audit data.

Alamäki et al. define various functional components (Profile Broker, Iden-
tity Broker, Authenticator) that are required for architectures for anonymous or
pseudonymous authorizations [46], however without distinguishing the respec-
tive properties and specifying the control requirements. Identity Brokers are
defined as entities which introduce pseudonyms, and Profile Brokers are user
profile access points, where user profiles correspond to the attributes of property
statements in our model. Profile Brokers can be complemented with Contract
Brokers, which verifyably negotiate the mutual requirements of users and ser-
vices w.r.t. disclosure of user profiles. In our model these brokers may be part of
the user-side management component.6 Alternatively the Identity Broker may
reside at the certifier or authorizer.7 Alamäki et al. define Authenticators as
entities which provide for the authentication of users, which corresponds to the
authentication part of the verification boxes in our model (see Fig. 1).

A recent approach describes Privacy-enhancing Identity Management (PIM)
[12], where the user decides on his discretion, who can get which of his personal
data, and where the user can separate his activity in different spheres, such that
different addressees of his activity may have a different view of the partial iden-
tities (personae) of the user. PIM comprises the applications, the middleware
and the communication infrastructure [12]. At the application layer the identity
manager of the user (cf. management in our model) and the service provider
(cf. service in our model) negotiate the requirements for partial identities (rep-
resented by property statements in our model). Beyond anonymous authoriza-
tions this approach also addresses e-commerce and e-government. Therefore,

6 Trusted Mobile Terminal in Alamäki et al. [46].
7 Physical Separation of Identity and Profile in Alamäki et al. [46].
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PIM leverages not only pseudonymizing certifiers and authorizers (see anony-
mous credentials and authorizations in Sect. 6.2 and Sect. 6.3, respectively) and
an infrastructure for anonymous communication (see Sect. 6.2), but also requires
additional mediators or trustees for the digital exchange of goods, settling of li-
abilities, electronic payment (see Sect. 6.2), and finally, the delivery of physical
goods in the physical world.

The above mapping shows that wrt. pseudonymous authorization existing
models are subsumed by our model, while our model additionally provides advice
concerning control requirements and suitability wrt. various high-level properties
of authorization architectures.

8 Conclusion

In this paper we present an architecture model for secure and privacy-respecting
authorizations. By generalizing the hybrid PKI model of Biskup and Karabu-
lut [1] we firstly develop an architecture model for secure authorizations, which
subsequently is extended for pseudonymity. The resulting model is more com-
prehensive than existing models.

With a focus on surveillance for misuse detection we identify suitable architec-
tures and control requirements for pseudonymous authorization. Moreover, we
provide criteria to determine and compare the properties of these architectures.
The contribution to the area of privacy-respecting authorizations is threefold:

– The model provides a systematic view on architectures for secure and privacy-
respecting authorizations, as well as on their generic high-level properties.

– Starting from a set of required properties it allows to compare and select suit-
able architectures, either for designing authorization systems from scratch,
or to guide product selection.

– For each architecture the control requirements are made explicit, such that
they can be taken into account during design, or can be used to verify the
appropriateness of control conditions in products.
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Abstract. Certificate Revocation Lists (CRLs) are a popular means of
revocation checking. A CRL is a signed and time-stamped list contain-
ing information about all revoked certificates issued by a certification
authority. One of the shortcomings of CRLs is poor scalability, which
influences update, bandwidth and storage costs. We claim that other
(more efficient) revocation techniques leak potentially sensitive infor-
mation. Information leaks occur since third parties (agents, servers) of
dubious trustworthiness discover the identities of the parties posing revo-
cation check queries as well as identities of the queries’ targets. An even
more important privacy loss results from the third party’s ability to tie
the source of the revocation check with the query’s target. (Since, most
likely, the two are about to communicate.) This paper focuses on privacy
and efficiency in revocation checking. Its main contribution is a simple
modified CRL structure that allows for efficient revocation checking with
customizable levels of privacy.

Keywords: Anonymity and Privacy, Certificate Revocation.

1 Introduction and Motivation

Public key cryptography allows entities to establish secure communication chan-
nels without pre-established shared secrets. While entities can be assured that
communication is confidential, there is no guarantee of authenticity. Authentic-
ity is obtained by binding a public key to some claimed identity or name which
is later verified via digital signatures in conjunction with public key certificates
(PKCs). A public key certificate, signed by a recognized certification author-
ity (CA), is used to verify the validity, authenticity and ownership of a public
key. As long as the issuing CA is trusted, anyone can verify the CA’s certificate
signature and bind the included name/identity to the public key. Public key
certificates work best in large interconnected open systems, where it is generally
infeasible to directly authenticate the owners of all public keys. X.509 [23] is one
well-known certificate format widely used in several Internet-related contexts.
The peer-based PGP/GPG [2,7] format represents another popular approach.

Since a certificate is a form of a capability, one of the biggest problems asso-
ciated with large-scale use of certificates is revocation. There are many reasons
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that can lead to a certificate being revoked prematurely. They include [23]: loss
or compromise of a private key, change of affiliation or job function, algorithm
compromise, or change in security policy. To cope with revocation, it must be
possible to check the status of any certificate at any time.

Revocation techniques can be roughly partitioned into implicit and explicit
classes. In the former, each certificate owner possesses a timely proof of non-
revocation which it supplies on demand to anyone. Lack of such a proof im-
plicitly signifies revocation. An example of implicit revocation is the Certificate
Revocation System (CRS) [17]. Most revocation methods are explicit, i.e., they
involve generation, maintenance and distribution of various secure data struc-
tures that contain revocation information for a given CA or a given range of
certificates.

Certificate Revocation Lists (CRLs) represent the most widely used means
of explicit revocation checking. Each certificate issuer periodically generates a
signed list of revoked certificates and publishes it at (usually untrusted) public
directories or servers. Inclusion of a certificate in the list signifies explicit revo-
cation. Verifiers retrieve and cache the latest CRL and use it during certificate
validation. Typically, a revoked certificate is included in a CRL from the time it
is revoked until its validity period expires. Since certificate lifetime is typically
measured in years, even modest revocation rates can result in very long accu-
mulated CRLs. In bandwidth-constrained environments, transferring such CRLs
can be expensive. Furthermore, since CRLs are published periodically, another
potential concern is that many verifiers may request them around the time of
publication. The burst of requests immediately following CRL publication may
result in very high network traffic and can cause congestion. Thus, one of the
biggest disadvantages of CRLs is the high cost associated with updating and
querying the lists and this raises serious scalability concerns.

Other well-known explicit revocation methods include Certificate Revocation
Trees (CRTs) [12] and Skip-Lists [8]. Another prominent technique is the On-line
Certificate Status Protocol (OCSP) [18] which involves a multitude of valida-
tion agents (VAs) which respond to client queries with signed replies indicating
current status of a target certificate. However, these explicit revocation methods
have an unpleasant side-effect: they divulge too much information. Specifically,
a third party (agent, server, responder or distribution point) of dubious trust-
worthiness knows: (1) the entity requesting the revocation check (source), and
(2) the entity whose status is being checked (target). An even more important
loss of privacy results from the third party tying the source of the revocation
checking query to that query’s target. This is significant, because revocation
status check typically serves as a prelude to actual communication between the
two parties. (We assume that communication between verifiers and on-line re-
vocation agents (third parties) is private, i.e., conducted over secure channels
protected by tools such as IPsec [10] or SSL/TLS [9,6].)

Given the continual assault on privacy by governments, spammers and just
plain hackers, privacy leakage in certificate revocation checking is an impor-
tant issue worth considering. Consider, for example, a certain country with a
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less-than-stellar human rights record where mere intent to communicate (indi-
cated by revocation checking) with an unsanctioned or dissident web-site may
be grounds for arrest or worse. In the same vein, sharp increase in popularity
(deduced from being a frequent target of revocation checking) of a web-site may
lead authorities to conclude that something subversive is going on. Clearly, the
problem can also manifest itself in other less sinister settings. For example, many
internet service providers already keep detailed statistics and build elaborate pro-
files based on their clients’ communication patterns. Current revocation checking
methods – by revealing sources and targets or revocation queries – represent yet
another source of easily exploitable (and misused) personal information.

Hiding sources of revocation queries can be easily achieved with modern
anonymization techniques, such as onion routing, anonymous web browsing or
remailers. While this might protect the source of a revocation query, the tar-
get of the query remains known to the third party. Furthermore, although
anonymization techniques are well-known in the research community, their over-
all penetration remains fairly low. Also, in order to take advantage of an existing
anonymization infrastructure, one either needs to place some trust in unfamiliar
existing entities (e.g., remailers, re-webbers or onion routers) or make the effort
to create/configure some of these entities.

Contributions: In this work, we propose privacy-enabling modifications to the
well-known CRL structure. . Specifically, we provide a mechanism for verifiers
to query untrusted online entities regarding the revocation status of a certificate
without revealing to the latter information about the actual certificate of interest.
Privacy requirements can be tuned to achieve verifier-specific level of privacy.
This is achieved without the need for verifiers to retrieve the entire CRL.

Organization: The remainder of the paper is organized as follows: We discuss
relevant prior work in section 2. Section 3 describes the proposed technique.
We then discuss some practical implications of the proposed modifications in
section 4. We analyze the scheme in section 5 and consider various overhead
factors. We next outline some future directions and conclude in section 6. The
appendix contains an overview of popular certificate revocation techniques (it is
largely similar to the overview in [21]).

2 Related Work

The first effort that considered privacy in revocation checking is the work by
Kikuchi [11]. It identified the problem and proposed a fairly heavy-weight (inef-
ficient) cryptographic technique specific to CRLs. The solution relies on crypto-
graphic accumulators [3] which are quite expensive.

The most closely related prior work is the recent paper [21] which proposes
privacy-preserving extensions to Certificate Revocation Trees. It proposes that,
instead of specifying the actual target certificate, a revocation query should
include a range of certificate serial numbers. (The range includes the target
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certificate.) As observed in [21], CAs sometimes assign consecutive serial num-
bers to consecutively issued certificates and groups of related certificates (e.g.,
issued to the same company) have consecutive serial numbers. Thus, informa-
tion leaks can occur in cases when the query range subsumes or contains a large
block of related consecutive certificate serial numbers. To mitigate this issue,
[21] proposes sorting leaf nodes along permuted serial numbers. One example of
a sufficiently random permutation involves using a block cipher (such as AES)
with a fixed key. (Not all CAs assign consecutive numbers to certificates they
issue; Verisign and Microsoft are two notable examples of CAs that issue pseudo-
random numbered certificates)1.

The main observation in [21] is that a reasonably large certificate range would
normally contain very few revoked certificates since the density of revocation is
generally quite sparse. Consequently, if CRTs are used, when one asks for a range
of certificates, a small number of leaf and internal tree nodes can be returned
in order to allow efficient verification of the entire query reply. In this paper, we
use a similar approach to achieve privacy with CRLs. CRLs are a more accepted
means of certificate revocation and we investigate techniques needed to achieve
the level of privacy similar to that in [21].

A somewhat less related research topic is Private Information Retrieval (PIR)
[4,13]. PIR refers to a set of cryptographic techniques and protocols that – in
a client-server setting – aim to obscure the actual target(s) of database queries
from malicious servers. Although PIR techniques could be applicable in our
context, they tend to be relatively inefficient owing to either (or both) many
communication rounds/messages or expensive cryptographic operations. As will
be seen in subsequent sections, PIR techniques would amount to overkill in the
context of privacy-preserving revocation checking.

3 Privacy-Preserving CRL Querying

We start by noting that a CRL trivially meets the privacy requirement, since
in the typical usage scenario, a verifier simply downloads and stores the entire
CRL. This allows it to locally perform any number of revocation checks against
any certificate issued by a particular CA. However, downloading and caching a
large CRL in its entirety is neither bandwidth nor storage efficient for the client.
Although delta-CRLs tend to be smaller and more bandwidth-efficient, they still
impose high storage overhead on the client. In addition, a client is required to
periodically download the base-CRL as well as all subsequent delta-CRLs in
order to keep the CRL cache recent and accurate. In this section, we propose a
new CRL model and outline a mechanism which overcomes the aforementioned
drawbacks, while allowing efficient and private revocation checking.

In our model, a trusted RA periodically generates CRLs and publishes them
at untrusted online VA-s. A client interested in validating a certificate queries a
VA to obtain authentic revocation information corresponding to that certificate.

1 We thank one of the reviewers for pointing this out.
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Fig. 1. System Overview

Although this model bears similarities to the OCSP method, unlike OCSP, the
VA-s in our model can be third party responders who are not trusted by either
clients or RA-s.

Since VA-s are untrusted, it is essential to ensure the integrity and authenticity
of the revocation information of a certificate with respect to the RA responsible
for that certificate. To achieve this, the RA individually signs each CRL entry. In
other words, information regarding each revoked certificate is separately signed
by the RA and placed onto the CRL. This differs from the usual CRL structure
where all revoked certificates are included in the CRL which is then collectively
signed once by the RA. Our modification clearly introduces some additional
burden for the RA who is now required to sign each entry. However, we claim
that this modification makes certificate revocation checking very efficient for
clients; at the same time, it is not prohibitively expensive for a typical RA
which is a computationally-powerful machine. (We analyze actual overheads in
section 5.) This relatively minor modification obviates the need for the client to
download the entire CRL.

3.1 (Non-Privacy-Preserving) Revocation Checking

When a VA receives a revocation status query from a client, it checks to see if
there is a CRL entry corresponding to that certificate. If it exists, the VA sends
back a Revoked reply along with the CRL entry signed by the RA, as the
proof. However, if the certificate in question is not revoked, then simply send-
ing a Not Revoked reply does not provide integrity and authenticity guarantees
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with respect to the RA2. To achieve authenticity of Not Revoked replies, we
suggest chaining of CRL entries, as described below.

Signature Chaining: To provide authenticity of query replies, the RA securely
links the signatures of the revoked certificates to form a so-called signature chain.
To construct a signature chain, the RA generates the individual signature for
each revoked certificate in the following way:

Definition 1
Sign(i) = h(h(i)||h(IPC(i)))SK

where i is the (permuted) serial number of a revoked certificate, h() is a suitable
cryptographic hash function, || denotes concatenation, IPC denotes the imme-
diate predecessor certificate and SK is the private signing key of the RA.

The immediate predecessor is a revoked certificate with the highest serial number
which is less than the serial number of the current revoked certificate. In other
words, the RA sorts all revoked certificates in ascending order by serial number
and computes the signature of each revoked certificate by including the hash of
the immediate predecessor, thereby explicitly chaining (linking) all signatures.

With signatures chained in the above fashion, when a client queries the sta-
tus of an un-revoked certificate, the VA composes an Not Revoked reply by
returning the two boundary certificates CERTa and CERTb that subsume the
non-existent serial number along with the signature of CERTb.

3.2 Privacy Preserving Revocation Checking

Our CRL modification allows a client to query the VA for revocation status
of a certificate and obtain a concise and authentic proof of either revocation
or validity. However, this introduces privacy concerns since clients now query
the VA by a specific certificate serial number, thus revealing the identity of the
target entity. To address this problem we employ the same technique as in [21].
Instead of querying by a specific certificate serial number i, we propose querying
by a randomly selected range of serial numbers (j, k) with j ≤ i ≤ k. This
effectively hides the certificate of interest. The only information divulged to the
VA is that the target certificate lies in the interval [j, k]. This translates into the
probability of correctly guessing i as: Pi = 1

k−j+1 . Each number in the range is
equally likely to be the serial number of interest and the VA has no means, other
than guessing, of determining the target certificate. Furthermore, the VA has no
way of telling whether the actual query target is a revoked or a valid certificate.

Let n be the total number of certificates and m be the number of revoked
certificates. Then, assuming uniform distribution of revoked certificate serial
numbers over the entire serial number range, m/n is the fraction of revoked
certificates and the very same fraction would be revoked within any [j, k] range.

2 Recall that VAs are untrusted in our model, and a malicious or lazy VA might not
properly execute the query and send incorrect reply to the client.
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Clearly, perfect privacy is not attainable with range queries. The highest possi-
ble privacy is 1/n which corresponds to querying the full certificate serial number
range.3 The lowest privacy level corresponds to querying by a specific serial num-
ber, i.e., setting j = k = i. The optimal query range is determined by the source
of the query, i.e., the client. Several factors must be taken into account: (1) de-
sired level of privacy e.g., if k−j+1 = 1000, the probability of correctly guessing
i is Pi= 0.001, (2) additional bandwidth and storage overhead stemming from
returning a set of CRL entries as a reply.

Once the range size (r) is determined, the client proceeds to set the actual
range boundaries: j and k. To do so, it first generates a b-bit random number
X where b = log(r) or the bit-length of r. X determines the position, within
the range, of the actual target certificate serial number. This step is necessary
to randomize/vary the placement of the target. Next, the boundaries are set as:
j = i−X and k = j + r − 1. The client poses a query to the VA asking for the
revocation status of all certificates within [j, k]. Since each entry corresponding
to a revoked certificate in the [j, k] range is linked only to its IPC (as noted
above), it seems that the VA would need to send all signatures to the verifier.
This is clearly inefficient for the verifier. However, we can modify the signature
generation process as follows:

Sort all revoked certificates in ascending order of permuted serial num-
bers to obtain {CERT0, CERT1, CERT2, . . . , CERTm, CERTm+1}. The two
“dummy” boundary values: CERT0 and CERTm+1 represent −∞ and
+∞, respecively, i.e., they denote values outside the allowed range. Now,
compute the signature of each revoked certificate by signing the running
hash of all certificates in the chain from the first entry to the current
certificate:

Definition 2

Sign(CERTi) = h(CERTi||h(CERTi−1|| . . . ||h(−∞))SK

where h() is a suitable cryptographic hash function, || represents concate-
nation and SK is the private (signing) key of the RA.

The resulting CRL is stored at the VA-s as before.

To assert revocation status of all the certificates in the range [j, k], a
VA releases the revoked certificates [CERTp, . . . , CERTq] in the actual
range [j, k], two sentinel nodes CERTp−1 and CERTq+1 just outside the
range to prove completeness of the reply, running hash for CERTp−2, and
a single signature – Sign(CERTq+1). Since all signatures are computed
on running hashes, it can be easily seen that Sign(CERTq+1) provides
a proof of authenticity and completeness for the entire range.

4 Practical Considerations

We now discuss some practical implications of the proposed modifications.
3 This is equivalent to obtaining an entire CRL.
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Fig. 2. Revocation Query Reply

4.1 CRL Generation and Size

With the technique described above, the RA signs revoked certificates separately.
This increases the overall size of the CRL as well as the computation load on the
RA. However, we claim that this overhead is acceptable, for the following reasons:

– Although it might seem that computational overhead of signing each re-
voked certificate might be significant for the RA, we show that this is not
the case in practice. Experiments show that it takes 6.82ms to generate one
RSA signature on a “weakling” P3-977MHZ linux PC. Assuming that the
update interval for the CRL is one week and the CRL contains 100, 000
certificates, this translates to 11.3 minutes of compute time for every CRL
update period. Clearly, the same task would take much less (one or two or-
ders of magnitude) time on more powerful platforms readily available today.
For example, the Sun Fire T2000 server can compute 12,850 1024-bit RSA
signatures and 18,720 1024-bit DSA signatures in one second with 1 Ultra-
SPARC T1 processor and 32 GB memory running Solaris 10[22]. Going back
to our example scenario, if the RA were to be deployed on a T2000 server,
it could recompute 100, 000 signatures in just under 10 seconds.

– The proposed technique requires storing a separate signature per CRL entry.
This increases the size of the CRL and, consequently, increases the cost of
RA-VA communication. However, it is reasonable to assume that this com-
munication is conducted over fast communication links, in contrast to VA-
Client communication which can take place over low-bandwidth channels.
Furthermore, RA-VA communication occurs relatively infrequently (once per
update period), whereas the frequency of clients-VA communication is sign-
ficantly higher. We present sample metrics for communication costs in the
next section.

4.2 Freshness Considerations

In order to provide freshness and to prevent malicious VA-s from replaying old
CRL-s, the RA must re-sign revoked certificates every update period, even if
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there are no changes to the CRL. We can reduce the time to re-sign the revoked
signatures in the event of no changes to the CRL by using the Condensed RSA
signature scheme proposed in [19].

Condensed-RSA Signature Scheme: Given t different messages {m1, ..., mt}
and their corresponding signatures {σ1, ..., σt} generated by the same signer, a
Condensed-RSA signature is computed as the product of all t individual
signatures:

σ1,t =
t∏

i=1

σi (mod n)

The resulting aggregated (or condensed) signature σ1,t is of the same size as a
single standard RSA signature. Verifying an aggregated signature requires the
verifier to multiply the hashes of all t messages and checking that:

(σ1,t)
e ≡

t∏

i=1

h(mi) (mod n)

Condensed-RSA for Re-signing: It is possible to use condensed-RSA for re-
signing if the RA signs the revoked certificate data and the time-stamp separately
and then aggregates the two by multiplying the resultant signatures as explained
above. If there are no changes to the CRL, the RA can re-sign all the revoked
certificates by: (1) re-using the signatures for the revoked certificate data; (2)
creating a single new signature on the new time-stamp; and (3) aggregating the
signature of the new time-stamp with the signatures of all the revoked certificates
to re-sign all the revoked certificates.

If we assume, once again, that the CRL contains 100, 000 entries. As men-
tioned above, it would take 11.3 minutes to re-sign all these certificates with the
new timestamp on a P3-977MhZ Linux machine. However, if we use condensed-
RSA, re-signing of the same 100, 000 entries with the new time-stamp, using our
method can be done in just 4.4 seconds on the same hardware. However, this
optimization is less useful if there are changes to the CRL. Because signatures
are chained explicitly, any change to the CRL (insertion or deletion of an entry
from the chain) causes all the signatures from that point until the end of the
chain to be re-computed.

4.3 Forcing Uniform Distribution

In a worst-case scenario, all certificates in the range specified in the query are
revoked and corresponding r certificates need to be returned to the client. The
simplest solution to this is to force all revoked certificate serial numbers to
be uniformly distributed over the entire serial number range. However, this is
unrealistic, since, in practice, certificate issuers sometimes assign serial numbers
to certificates consecutively over well-defined subranges. Each subrange can be
used to indicate a different product or class of products, e.g., Verisign supports
the following classes: Standard, Commerce and Premium [5]. Requiring uniform
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non-sequential certificate distribution would create a maintenance nightmare
for both issuers and certificate-holders. Furthermore, gathering and analysis of
statistical data would become problematic.

We use a simple extension to the range query technique that addresses the
problem. Instead of sorting according to serial numbers, we sort the revoked cer-
tificates along permuted serial numbers before creating the signature chain. One
obvious choice of suitable permutation that ensures uniformity is a block cipher,
e.g., DES, with a known and fixed key. We further observe that a cryptographic
hash function is not a good choice for the kind of a PRP we require. Unlike a
PRP, a hash function “reduces” its input and collisions are expected, however
difficult they might be to compute. Whereas, a PRP resolved with a block cipher
such as DES-ECB with a fixed key, guarantees no collisions.

The primary advantage of this extension is that certificate issuers can continue
issuing sequentially-numbered certificates over well-defined subranges. As long
as an appropriate PRP is used, we can assure uniform distribution of the revoked
certificates in the signature chain.

4.4 Query Range Generation

In section 3.2, we outlined a mechanism for positioning the target certificate
within the query range by generating a b-bit random number b = log(r) or the
bit-length of r, where r is the range of the query. This step is necessary to
randomize/vary the placement of the target. We observe that, if a client poses
repeated queries against the same target certificate, varying the query range and
its boundaries is not advisable, for obvious reasons. In this case, narrowing the
overlap of all queries’ ranges gradually erodes privacy and might eventually yield
a single target certificate. We now discuss one possible solution to eliminate such
inference attacks.

Instead of generating a random number (offset) to determine the position of
the target certificate within the range, the client generates a b-bit number using
a keyed hash function h′ which takes as input the target certificate serial number
i and a secret key sk chosen by the client. h′(i, sk) = X where |X | = b. Now,
the client sets the range boundaries as described earlier, i.e., j = i − X and
k = j + r − 1. The client then queries the VA with the range [j, k]. The use of
the secret key sk to compute range boundaries ensures that the same range is
consistently used for repeated queries against a specific certificate,.

5 Analysis

We now briefly analyze overhead factors introduced by our privacy-preserving
revocation checking technique.

Client Overhead: With traditional CRLs, clients are required to store entire
lists containing all revoked certificates locally. As such lists grow, this can result
in significant storage overhead. On the other hand, with our technique, clients
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do not incur any storage costs. A client queries the on-line VA for the revocation
status of a certificate and does not need to store/cache anything locally.

For traditional CRL, the client is required to periodically contact a CRL
distribution point (or directory server) to obtain the most recent CRL. If Δ-
CRLs are used, the client needs to periodically download updates in order to keep
her copy of the CRL recent and complete. Thus, communication overhead using
traditional CRLs and delta-CRLs depends upon the frequency of CRL updates.
On the other hand, with our proposed technique, a client incurs one round of
communication with the VA for each revocation status check of a certificate.

RA Overhead: In our method, the RA is required to separately sign each entry
in the list, whereas, in a traditional CRL, the entire CRL is signed once in its
entirety, for each update. This increases both the size of the CRL as well as the
computation costs for the RA. However, as discussed in the previous section,
we assume that the frequency of querying is much greater than the frequency of
CRL updates; thus, we focus our scheme on minimizing costs for the interaction
between the VA and its clients.

Communication Costs: We now compare communication costs of the tra-
ditional CRL with our modified version. Table 1 summarizes the notation and
parameter values assumed for the evaluation. Update cost measures RA-to-VA
communication and query cost measures VA-to-Client communication.

Table 1. Notation

n # of Certificates n = 2 ∗ 106

p Fraction of the certificates revoked p = 0.1
t update period t=weekly
c # of clients c = 105

q’ # of queries posed by each client q′ = 100
q Total # of queries in an update period

q = c ∗ q′ = 107

r Size of the range query
lsig Length of a signature lsig = 1024 bits

lentry Length of a CRL entry lentry = 160 bits
lhash Length of a hash digest lhash = 160 bits

Traditional CRL: The CRL update cost is n ∗ p ∗ lentry + lsig for each update
period since the RA sends the entire CRL to the VAs. We are assuming that
there are c clients and each client poses q′ certificate validation checks on
the cached CRL in a update period. The CRL weekly query cost is c ∗ (p ∗
n ∗ lentry + lsig) since for every query the VA sends the whole CRL to the
client.
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Modified Technique: To update the CRL, the RA sends n ∗ p ∗ (lentry + lsig)
bits to the VA. To answer a user’s query, the VA returns lentry + lsig for a
Revoked reply and 2lentry + lsig for a Not Revoked reply if queried by a
specific serial number (i.e., for non-privacy preserving querying). Therefore,
the VA sends up to q ∗ (2lentry + lsig) bits each update period to answer q
queries. If we employ range queries to enable privacy-preserving querying,
then the communication cost depends on the number of revoked certificates
in the range. In general, if we assume uniform distribution of revoked certifi-
cates, then the communication cost for user queries for a range of certificates
is given by q∗(((r∗p)+2)∗lentry+lsig) bits for each update period. Note that
(r ∗ p) + 2 denotes the total number of revoked certificates in the specified
range plus two sentinel nodes.

The following table shows the estimated communication costs (in bits) ac-
cording to traditional as well as modified CRL schemes. As shown in the table,
the modified CRL query costs are orders of magnitude lower than traditional
CRL costs. Although the cost of updating a CRL is higher in our scheme, the
advantage of our scheme is that it allows the clients to query and obtain portions
of the CRL securely thus making our scheme flexible, efficient (for the clients)
and privacy preserving.

Table 2. Communication Cost comparison

Traditional Modified Modified
CRL CRL CRL

no privacy r=100

Update Cost 3.2 ∗ 107 2.36 ∗ 108 2.36 ∗ 108

(RA-to-VA )

Query Cost 3.2 ∗ 1012 1.18 ∗ 1010 2.94 ∗ 1010

(RA-to-Client)

6 Future Directions and Conclusions

An outstanding issue is assessing loss of privacy in the presence of repeated
queries. If we assume that multiple clients, at about the same time, are all
interested in a particular target certificate (e.g., because of a breaking news
article) and the adversary (third party or VA) is aware of the potential target,
correlating multiple range queries does not seem difficult since all the range
queries in question would have at least one certificate in common. As part of
our future work, we want to study this problem in greater detail to make such
inferences more difficult.
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In conclusion, we described a very simple (yet novel) approach for privacy-
preserving revocation checking using CRLs. We proposed minor modifications
to the well-known CRL structure. These modifications enable efficient (for the
clients) and privacy-preserving revocation checking. We provided a mechanism
for verifiers to query untrusted online entities regarding the revocation status of
a certificate without having to retrieve the entire CRL. Each client, depending
on the desired level of privacy, can determine a revocation query range that
best suits its needs. This results in a trade-off between privacy and bandwidth
overhead. In the worst case, the overhead can be significant if the desired privacy
level is high as is the number of revoked certificates. However, if only a small
fraction of all certificates are revoked, our approach is reasonably efficient.
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7 Certificate Revocation Techniques

We now briefly overview some popular certificate revocation techniques and as-
sociated data structures. In the following, we refer to the entity validating cer-
tificates (answering certificate status queries) as a Validation Authority (VA). A
distinct entity – Revocation Authority (RA) – is assumed responsible for actually
revoking certificates, i.e., generating signed data structures, such as CRLs.

Strictly speaking, a certificate or a public key is never actually revoked. What
is revoked is the binding between an identity string and a certificate serial number
(which may contain a public key but does not have to, e.g, in case of attribute
certificates).

Certificate Revocation Lists (CRLs): CRLs are a common means of check-
ing the revocation status of public key certificates. A CRL is a signed list of
certificates that have been revoked before their scheduled expiration date.
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Each entry in the CRL indicates the serial number of the revoked certifi-
cate. The CRL entry may also contain other relevant information, such as
the time, and reason for the revocation. CRLs are usually distributed in one
of two ways: In the “pull” model, RA distributes the CRLs via a public
directory. The clients/queriers download the CRL from these public data-
bases as needed. In the “push” model, the RA directly sends the CRL to
the clients, either at regular intervals or at times indicated in prior CRLs
[14]. If CRLs are distributed using a pull model, they should be issued at
regular intervals even if there are no changes, to prevent new CRLs being
maliciously replaced by old CRLs. Alternatively, if the inter-CRL interval is
not fixed; each CRL needs to include the specific time for the issuance of
the next CRL.) Since a CRL can get quite long, a RA may instead post a
signed Δ-CRL which contains only the new entries consisting of the list of
certificates revoked since the last CRL was issued. This requires end-users
maintain (and update) secure local images of the CRL. [15] lists some of the
other proposed ways to improve the operational efficiency of the CRLs such
as Segmented CRLs and CRL distribution points.

Online Certificate Status Protocol (OCSP): this protocol [18] avoids the
generation and distribution of long CRLs and can provide more timely re-
vocation information. To validate a certificate in OCSP, a client sends a
certificate status request to a VA. The latter sends back a signed response
indicating the status (revoked, valid or unknown) of the specified certificate.
Note that, in this case, the VA is

– the CA who issued the certificate in question, or
– a Trusted Responder whose public key is trusted by the client, or
– a CA Designated Responder (Authorized Responder) who is authorized

to issue OCSP responses for that CA.

In other words, the VA is an on-line authority trusted by both the client and
the CA. A VA can also serve multiple CAs. In practice, in order to reduce VA
load, pre-signed responses are often used: a VA signs (once) an oft-requested
status a given certificate and uses it in to reply to many requests. This helps
performance but sacrifices the timeliness of VA’s replies.

Certificate Revocation Trees (CRTs): this technique was proposed by
Kocher [12] as an improvement for OCSP [12]. Since the VA is a global
service, it must be sufficiently replicated in order to handle the load of all
validation queries. This means the VA’s signature key must be replicated
across many servers which is either insecure or expensive. (VA servers typ-
ically use tamper-resistance to protect their signing keys). Kocher’s idea is
a single highly secure RA which periodically posts a signed CRL-like data
structure to many insecure VA servers. Users then query these insecure VA
servers. The data structure proposed by Kocher is basically a Merkle Hash
Tree (MHT) [16] where the leaves represent currently revoked certificate
ranges sorted by serial number (lowest serial number is the left-most leaf
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and the highest serial number is the right-most leaf). The root of the hash
tree is signed by the RA. A client queries to the nearest VA server which
produces a short proof that the target certificate is (or is not) on the CRT.
If n certificates are revoked, the length of the proof is O(log n) (In contrast,
the proof size in plain OCSP is O(1)).

Skip-lists and 2-3 trees: One problem with CRTs is that, each time a cer-
tificate is revoked, the whole tree must be recomputed and distributed in its
entirety to all VA servers. A data structure allowing for dynamic updates
would solve the problem since a secure RA would only need to send small
updates to the data structure along with a signature on the new root of the
structure. Both 2-3 trees proposed by Naor and Nissim [20] and skip-lists
proposed by Goodrich, et al. [8] are natural and efficient for this purpose.
Additional data structures were proposed in [1]. When a total of n certifi-
cates are already revoked and k new certificates must be revoked during
the current time period, the size of the update message to the VA servers
is O(k log n) (as opposed to O(n) with CRT’s). The proof of certificate’s
validity is of size O(log n), same as with a CRT.
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Abstract. Millions of citizens around the world have already acquired their new 
electronic passport. The e-passport is equipped with contactless communication 
capability, as well as with a smart card processor enabling cryptographic 
functionality. Countries are required to build a Public Key Infrastructure to 
support digital signatures, as this is considered the basic tool to prove the 
authenticity and integrity of the Machine Readable Travel Documents. The first 
large-scale worldwide PKI is currently under construction, by means of bilateral 
trust relationships between Countries. In this paper, we investigate the good 
practices, which are essential for the establishment of a global identification 
scheme based on e-passports, together with the security and privacy issues that 
may arise. We argue that an e-passport may also be exploited in other 
applications as a globally interoperable PKI-enabled tamperproof device. The 
preconditions, the benefits, and the drawbacks of using e-passports in everyday 
electronic activities are further analyzed and assessed. 

Keywords: Security, Trust, Digital Signatures, Machine Readable Travel 
Documents, PKI, RFID, Smart card, Passport. 

1   Introduction 

The citizens of many countries around the world obtained their new electronic 
passport (e-passport), within the last year or so. Most European countries have 
already implemented the infrastructure for the issuance of the new passports. The 
requirements for a new type of passport are imposed by the United States and the 
International Civil Aviation Organization (ICAO), demanding a higher level of 
security at the inspection points of the countries borders. The e-passport incorporates 
three state-of-the-art technologies: Radio Frequency Identification (RFID), 
Biometrics and Public Key Infrastructure (PKI). While RFID is used for practical 
reasons in the communication with the inspection systems, Biometrics and PKI are 
considered capable of reducing fraud and enhancing security in worldwide digital 
identification. 
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From its side, ICAO published a series of technical reports, describing the 
technical and procedural details on how a Machine Readable Travel Document 
(MRTD) must be implemented [1]. Face recognition is specified as the only 
mandatory globally interoperable biometric for identity verification of travelers. 
MRTDs including e-passports, are equipped with an Integrated Circuit Chip (ICC), 
where all digital data, including biometric information are stored. Among several 
other issues, ICAO technical reports describe the details of the communication 
between the e-passport and the local inspection points, the specifications for biometric 
data, the structure of the data stored (called the Logical Data Structure – LDS [2]), 
and the PKI support.  

The ICAO PKI Technical Report [3] is intended to provide standards for a simple 
worldwide Public Key Infrastructure, which should support digital signatures applied 
to Machine Readable Travel Documents. These digital signatures are intended to 
permit authentication of basic data produced by the issuing Country and stored in the 
chip embedded into the e-passport. The stored signed data include the Machine 
Readable Zone (MRZ) of the passport plus digitized biometric measurements, as well 
as other personal data of the passport bearer. 

Using the digital signature, the receiving Countries can verify that the stored data is 
authentic (i.e. generated by the issuing Country, and not been altered), just as the 
physically readable passport booklet is secured from unauthorized alteration or 
substitution by strong physical security measures. ICAO has recognized that one of 
the most effective ways of doing this is using Public Key Cryptography to digitally 
sign the data stored on the chip. Issuing Countries are requested to implement a PKI, 
following specific interoperable standards, and to properly manage their own keys, 
which are used to digitally sign the data stored in the e-passports. 

Given that the US and the ICAO initially demanded from the Countries to 
implement the PKI within a very short period (just a few months), the ICAO 
Technical Report states that it does not aim at describing a full implementation of a 
PKI within each Country. ICAO states that PKI does not provide the sole measure for 
determining the authenticity of the passport and, thus, it should not be relied upon as a 
single determining factor. The passport still maintains its physical security 
characteristics, and it should be verified by check-points using conventional manual 
mechanisms, along with the automated check of its electronic contents. Due to this 
restrained approach, the ICAO report seems that it sacrifices several security 
characteristics of a strong PKI implementation, such as the existence of client X.509 
certificates, as well as the existence of passport revocation mechanism. Moreover, 
perhaps due to the increased cost of passports with crypto-processor chip, the active 
security mechanisms, which could protect the e-passport’s data against eavesdropping 
and cloning, are not mandatory, allowing a weak e-passport implementation. 

In this paper we focus on the PKI-related issues of e-passports, proposing a series 
of good practices in order to implement a Country PKI, conforming to ICAO rules. 
We examine how the required global interoperability can be achieved by building an 
appropriate worldwide Trust architecture. We then specify some important security 
and privacy issues, which are emerged by the use of digitized personal data. As the e-
passports infrastructure seems to implement the sole globally interoperable PKI of 
today, we investigate how we can exploit this infrastructure in different areas and 
applications, by using the e-passport not only as a digital identity, but even as a 
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signature creation device, or as an Internet authentication certificate, although it was 
not initially designed for such purposes. 

2   Building a Country Public Key Infrastructure 

The Public Key Infrastructure for the issuance of e-passports does not issue 
conventional digital certificates for citizens. However, it has all the characteristics of 
a full-scale PKI, with only one part missing from this implementation, i.e. the 
management of end-entity certificates. In other words, it does not maintain a public 
key directory, and it does not provide a passport revocation mechanism. 

As a large-scale PKI, it is necessary to examine whether the ICAO technical report 
covers the baseline for the implementation, as well as to provide a brief additional set 
of ‘Good Practices’ (as described in [4]). The areas where a PKI must focus is (a) the 
adoption of the proper trust architecture, (b) the legal status of the certification 
provider, (c) key and certificate management, (d) interoperability, and the technology 
used. 

(a). In respect to the Trust Architecture, ICAO proposes a single autonomous 
hierarchy for each country. The independency of countries in citizen identification is 
crucial and it is, thus, respected. This hierarchy consists of two levels: The root CA, 
called Country Signing Certification Authority – CSCA, and one level of one or more 
subordinate CA, called Document Signing Certification Authorities – DSCA. The 
Document Signing CA signs the passport’s data, including a public key (Active 
Authentication key) stored in each passport, thus providing a kind of ‘identity 
certificate’ to the citizen. ICAO avoids providing any kind of trusted information to 
Countries (e.g. a directory of Root Country certificates), as it was not desired to 
establish a worldwide Single-Point-Of-Trust (SPOT) and not even a European Union 
CA. It is true that the risk taken by a unique organization to serve as a global Trust 
Anchor is very high and, additionally. it may not be globally acceptable for political 
reasons. Our view is that this approach is quite reasonable, in terms of flexibility, 
security, and nations’ independency. 

(b). As of the legal status of the passport issuance service, the organization hosting 
this activity is always a governmental authority. The authority acts as a Certification 
Services Provider and it must conform to the legal framework for the provision of 
certification services. ICAO does not refer to any legal requirements of the issuing 
authority. However, it briefly describes some security requirements (e.g. the use of 
secure-signature-creation-devices), that partly conform to the European law for the 
provision of ‘qualified digital signatures’. We argue that if a recognized accreditation 
scheme exists at the issuing country, then the passport authority must follow the 
required inspection and accreditation procedure of this country. 

(c). The key and certificate management obligations of the issuing authority are 
restricted only to the management of the two levels of CA. The requirements for key 
protection and renewal for the secure out-of-band distribution of Root certificates and 
for the issuance of CRL (by the root level only) are well known in PKI [6]. ICAO will 
provide a Public Key Directory (PKD) for publishing the second level certificates (the 
DSCA certificates) and the relevant CRL, in order to facilitate the verification 
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procedure at the local inspection points. Today, the ICAO PKD is not yet operational. 
As additional good practices in key and certificate management, we may propose: 
• The existence of a secondary set of a Root private key and the respective self-

signed certificate, which is counter-signed by the primary CSCA (by means of a 
cross-certificate). This secondary set would enable a quick recovery from an 
eventual loss of the primary keys. A trust path to the secondary keys is already 
established and, therefore, there is no need to redistribute the Root certificate by 
offline cumbersome means. 

• As the volume of the signed passport data is expected to be very high, the DCSA 
keys are heavily exposed to ‘known cipher-text’ cryptanalysis. The frequent 
renewal of DSCA keys and certificates (e.g. a monthly basis would be a feasible 
approach) is a requirement. On the other hand, the CSCA keys must be long lasting 
(order of decades), as long as we have no dramatic changes in IT. 

• Due to the frequent renewal of DSCA certificates, the inspection points have to be 
aware of a large number of Document Signer certificates (e.g. 5*12=60 different 
valid DSCA certificates issued within five years) to efficiently perform the 
verification of the signed passport data. To facilitate the verification procedure 
(although it is optional for ICAO), the DSCA certificates must be included within 
the data structure of the passport signature, according to the proposed 
Cryptographic Message Syntax standard [5]. 
(d). Interoperability is crucial for Machine Readable Travel Documents, since the 

initial purpose is their use at inspection points outside the home country. ICAO 
standardizes the technology used, and it enforces a common approach in the 
algorithms and the data structures [7] used for the security functions of the e-
passports. However, ICAO still leaves many optional features, in favor of countries 
wishing to implement a simpler infrastructure and use a cheaper chip in e-passports 
(e.g. without processing capabilities). For example, it is possible to avoid the 
implementation of Basic Access Control and Active Authentication and use a simple 
memory chip. Additionally, some fields in the data structures of signatures, the LDS, 
and the certificates are optional, in favor of chips with restricted memory capacity. 
These options multiply the complexity of an interoperable software package that must 
successfully read and validate the passports of the countries of the world, but its 
implementation remains feasible. In a future version of the report, the access control 
and the active authentication (based on asymmetric key pairs) mechanisms should 
become mandatory, thus increasing both security and interoperability. The second 
important factor of the interoperability is the establishment of trust, which is 
accomplished by means of bilateral cross-certifications (as explained in the next 
sections). 

3   Digital Signatures as the Basic Tool for Passport Authenticity 
     and Integrity 

The verification of the authenticity of the data stored in the e-passport is based on 
digital signatures. The mechanism for signing and validating data is called ‘Passive 
Authentication’. Permitted signature algorithms are RSA, DSA, and Elliptic Curves 
DSA (ECDSA).  
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The structure of the data stored in the passport’s chip (the LDS – Logical Data 
Structure), including the digital signature, is briefly illustrated in Figure 1. Data is 
separated in two parts (Dedicated Files – DF): (a). the user files, which is a writable 
area, and (b). the LDS, providing read-only access. The LDS contains the 
cryptographic keys, supporting the Basic Access Control and Active Authentication 
mechanisms, as well as some general information about itself (EF-COM). Sixteen 
Data Groups, containing the holder’s identification and biometric data, follow. The 
MRZ (including document number, name of bearer, nationality, date of birth, etc.) is 
stored in the 1st Data Group, the biometric facial image is stored in the 2nd Data 
Group, and the Active Authentication public key is stored in the 15th Data Group. The 
hash values of all the present Data Groups form a new structure, called LDS Security 
Object. This is, then, signed, according to the ‘Cryptographic Message Syntax’, thus 
producing the Document Security Object – SOD, which is stored in the chip. 

 

 

Fig. 1. Overview of data signed and stored in e-passport’s chip 

A valid digital signature proves that the stored data are produced by the authorized 
issuer and they are not altered. However, it does not prove that the container of the data 
(i.e. the e-passport booklet) is authentic. Therefore, the signature alone does not prevent 
chip cloning or substitution, unless there is a strong binding between signed data, the 
chip, and the booklet. The signed data must contain information that is also physically 
and securely printed on the booklet (binding to printed data to avoid substitution), as 
well as information that is uniquely bound to the chip (to avoid data cloning). 
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Binding to printed data is mandatory, as the MRZ of the passport is both, printed 
on the booklet, and included in the signed data. Binding to the chip is based on the 
existence of ‘Active Authentication’ keys, which is only optional. The Active 
Authentication private key is securely created and stored in the chip and it remains 
secret throughout the lifetime of the e-passport. The respective public key is included 
in signed data (LDS Data Group 15), thus providing unambiguous connection 
between the whole signed data set and the chip. Similarly, the serial number of the 
chip may be stored in the LDS Data Group 13, thus providing secure logical and 
physical binding (but this also optional). 

4   Establishing Global Trust 

It is true that ICAO, or any other international organization, cannot and will not play 
the role of a Single-Point-Of-Trust (SPOT) for the PKI of the whole world, but it will 
only serve as a regulatory authority. In other words, ICAO will not build a worldwide 
Root CA, will not server as a Bridge CA, and will not even maintain a Certificate 
Trust List of countries’ root CAs. Each country may build an autonomous Public Key 
Infrastructure, starting from a top-level Certification Authority (the CSCA). Each 
country has the possibility to decide about the design parameters of its infrastructure, 
the implementation of its security policy, and the technology used, conforming to 
ICAO PKI report and supporting global interoperability. 

On the other hand, a global trust infrastructure [8] seems necessary, in order to 
facilitate the validation of the digitally signed passport of any Country, at the borders 
of any other Country. Since a global consensus towards an organization which 
indicates ‘who do we trust’ may not be feasible in international relationships (even the 
United Nations could not probably gain that consensus), the most appropriate solution 
seems to be the establishment of bilateral trust relationships, toward a ‘web-of-trust’ 
model. A web-of-trust is built by establishing a subset of NxN trust relationships 
between Countries. 

Technically, a trust relationship is established when a Country decides to trust the 
root certificate (the certificate of the CSCA) of another Country. First of all, a secure 
offline channel for the distribution of one country’s root CA to another country must 
be established. This is achieved through out-of-band secure diplomatic means. Given 
that the whole infrastructure of a country trusts its own root certificate (i.e. the CSCA 
plays the role of a SPOT for this country), there are two alternative mechanisms to 
implement the web-of-trust, as shown in Figure 2:  

• Cross-certification: The Country issues a cross-certificate (signed by the home 
CSCA) for each root CA of all the countries it trusts. The cross-certificates are then 
distributed to the inspection systems of the Country, where the cross-certified 
countries will be trusted. This kind of trust link can be reciprocal or one-way. 

• Certificate Trust List - CTL: The Country maintains a secure structure (signed by 
the home CSCA) containing unique referrals to all root CA of the Countries it 
trusts. The CTL is then distributed to the inspection systems of the Country, where 
the countries contained in the CTL will be trusted. 
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Fig. 2. Alternatives for establishing global Trust:Cross-certification and Certificate Trust Lists 

Although the CTL seems to be an easy and neat method to maintain the trust 
relationships, we consider that the cross-certification is more efficient and countries 
should prefer it. Three reasons support this argument: 

• Only one CTL should be considered as valid at any time. However, since CTL are 
distributed to inspection points, there is no common mechanism to revoke a 
previously issued CTL and to impose the use of the newest one. This problem is 
intensified in case a revocation of a trust relationship occurs. The maintenance of 
the issued CTLs adds complexity, and it must be based on proprietary protocols. 
[9] 

• CTL is not standardized in a widely accepted format, while cross-certificates are 
based on the X.509.v3 standard. Cross-certificates are issued and revoked by the 
existing infrastructure in the same way as issuing and revoking Document Signing 
certificates. 

• Cross-certificates can be autonomously issued, communicated, and revoked for 
each trust relationship without affecting the other trust relationships. Revocation of 
cross-certificates can be communicated to the inspection points through the 
distribution of CSCA CRLs. These CRLs are already distributed to inspection 
points, informing the status of the Document Signing CA. 

5   Security and Privacy Issues 

Researchers have already exposed a number of security and privacy issues regarding 
the possession and the use of e-passports [10, 11, 12]. As expected, there are several 
potential e-passport threats, due to two factors: (a). the proximity (RFID) 
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communication of the passport with other systems, and (b). the existence of sensitive 
biometric data within its chip. 

A basic security concern is the unauthorized skimming or eavesdropping of the 
information stored in the passport, resulting in an identity theft. This concern is 
further intensified due the contactless nature of the passport’s chip, giving the 
possibility of skimming its contents without the awareness of its holder. There are 
reports [13, 14] exhibiting that a passive eavesdropping (while a passport is 
communicating with a legitimate reader), or an active eavesdropping (the initiator of 
the communication is the eavesdropper), is possible from a distance of tens of meters. 

RFID technology may also provide the means to track the movements of an 
individual, since the RFID chip transmits a unique anti-collision code during its initial 
handshaking (clandestine tracking). On the same line, the leakage of biometric 
information not only consist a violation of privacy, but it may enable forgery and 
movement tracking as well. 

We also focus our attention on three weaknesses related to the cryptographic 
functionality of the e-passports: (a). the lack of management for ‘Active 
Authentication’ keys, (b). the access control on sensitive biometric data, and (c). the 
low entropy of ‘Basic Access Control’ keys. 

(a). Active Authentication key management: Active Authentication renders the e-
passport as a strong authentication token. The e-passport securely creates and hosts 
the private key, while the public key is a part of the signed data and, therefore, it is 
bound to the identity details. The authentication procedure is based on a challenge-
response mechanism, where the passport proves the possession of the private key. 
Although the active authentication keys upgrade the e-passport to a smart 
authentication token, the mechanism is not fully implemented, therefore it is weak. 
Specifically, there is no means to revoke an AA key, in case of passport loss or 
compromise, although the key pair cannot change during the lifespan of the passport. 
Secondly, there is no publication mechanism (i.e. public key directory) for AA public 
keys. The latter may be not affecting the passport functionality, but it constitutes an 
important drawback for using the e-passport in other applications, such as e-
commerce or citizen digital signatures. 

(b). Separation of access control for biometric data: Access to the data stored in e-
passports is allowed at many stages of its use and by many different systems. For 
example, airport staff and hotel clerks are allowed to read the biometric data stored in 
the e-passport, since they have physical access to the booklet. In case the e-passport is 
used in additional applications, such as driving license or national identification, the 
points able to read sensitive data are multiplied. Extended access control [15] is an 
additional optional mechanism proposed to address this problem by restricting access 
to biometrics only to the bearers of a specific cryptographic key. However, the 
implementation of extended access control requires significant effort and introduces 
additional key management. We argue that the existence of biometrics (except the 
facial image) should be avoided, whenever possible, since: (a). it considerably 
increases the threats against the e-passports; (b). it reduces the value of the e-passport 
as a public identification token and (c). it restricts its use in other applications. 

(c). Entropy of Basic Access Control keys: ICAO provides the specifications for 
implementing an optional mechanism to protect unauthorized reading (and possibly 
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duplicate) of the contents of an e-passport. It is called ‘Basic Access Control’. 
According to this mechanism, a secure communication channel between the reader 
and the passport must be established, before reading the identity contents. The secure 
channel is based on two 3DES keys, which are stored (and protected) in the passport. 
The same keys are computed at the inspection point. The software at the inspection 
point computes the symmetric keys, based on information contained in the MRZ of 
the passport, which must be optically (by an OCR) or manually read from a physically 
opened passport. In other words, security is based on the fact that nobody can derive 
the cryptographic keys and read the passport’s contents, unless she has physical 
access to it. 

However, it seems that the entropy of the basic access control keys is low [10]. 
Since the keys are derived from readable, and sometimes known- information stored 
in the MRZ, it is possible for someone who knows something about the holder and 
about the policy of the passport issuing authority, to decrease the entropy of the keys 
at unacceptable levels. Specifically, the derivation of keys is just based on three 
pieces of information: the passport’s serial number, the holder’s date of birth, and the 
expiration date, taken from the MRZ as the one below: 

 
P<UTOERIKSSON<<ANNA<MARIA<<<<<<<<<<<<<<<<<<<L898902C<3U

TO6908061F9406236ZE184226B<<<<<14 
 
As a real scenario, the above MRZ is typed on a passport of a country called 

Utopia, which issues passports for its whole population (5 million citizens), the 
lifetime of the passport is 5 years, and the serial numbers of passports are assigned 
sequentially. Keys are derived solely from the document number (9 digits - 
L898902C<), date of birth (6 digits – 690806), and expiry date (6 digits – 940623). In 
this case, an attacker may estimate the age of the passport’s holder after a visual 
contact, with a variation of ±4 years. Therefore, the entropy of the date of birth is 8 
years = 2920 different dates. The entropy of expiration date is by default 5 years = 
1825 different dates. Supposing that there are 5 million valid passports (issued within 
the 5 last years), and their issuance is evenly distributed in time, we have 2740 
passports per day. Since the document numbers are issued sequentially, there is a 
direct connection of the doc number with the date of issuance and, thus, with the 
expiration date. Having a few information on serial numbers issued on specific days, 
one can safely estimate the range of serial numbers connected to a given expiration 
date at 2740 specific serial numbers, with a variation of 800 numbers (30%) – i.e. 
3540 in total. Finally, the total entropy is 2920 * 1825 * 3540 = 1.8 * 1010 ≈ 234 
different combinations = 34 bits. It is obvious that a 34-bit key does not provide real 
security and can be broken in the range of minutes by a conventional system. 

The problem is further growing, as the access control keys remain the same for the 
lifetime of the passport. The keys are not only predictable, but they may be also 
recorded by the inspection systems, as well as by anyone who has a temporary 
physical access to the inner pages of the passport (such as a hotel receptionist or a car 
rental clerk). 
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6   E-Passport as a Client Digital Certificate 

The X.509 digital certificates, which are issued for the ICAO PKI implementation, are 
restricted only to the authorities issuing the passports (i.e. the hierarchy of Country 
Signing CA and the subordinate Document Signing CA). A strategic decision for the 
implementation of e-passports is the lack of citizen certificates, in order to facilitate a 
fast-track implementation and to avoid the complexity of managing client certificates 
and keys. 

ICAO considers the need for CRL for end-entities as a complicating factor, and 
restricts the usage of CRL only to indicate a CA compromise. Furthermore, even in 
the unlikely event of a CA compromise, the e-passports remain valid and only a 
caution mechanism warns the authorities to view these documents more closely. 

We consider that the timidity of ICAO to implement client certificates and to use 
CRLs is not justified. First of all, the e-passport itself is in fact a client digital 
certificate, in case it contains an Active Authentication key pair. Although the  
e-passport does not contain an X.509.v3 certificate and it is not designed for everyday 
Internet transactions, it exhibits all-but-one of the characteristics of a typical PKI-
enabled smart card containing a private key and the relevant digital certificate, i.e.: 

• The LDS of the e-passport binds a public key (Active Authentication key stored in 
DG15) to the identity details of a physical person. 

• The data structure binding the keys and the identity is digitally signed by a globally 
trusted authority (the e-passport issuer CA) 

• The private key is securely produced and stored within the RFID smart card data 
file system, as required by European and International laws for digital signature 
creation devices. 

• The e-passport is personalized within a highly secure environment and the identity 
details are validated according to a strict procedure, conforming to the requirement 
for secure client registration before obtaining a digital certificate. 

The only missing characteristic of digital certificates is a proper publication and 
revocation mechanism. We argue that the implementation of a baseline certificate 
management, including the issuance of CRL for e-passports, can be implemented at a 
considerably low effort, proportionally to the existing infrastructure. At the same 
time, the existence of a mechanism confirming the good status of an e-passport adds 
considerable value to the security and the usability of the whole infrastructure. There 
are several reasons supporting our argument: 

• There is already an established semi-manual mechanism in several of the European 
Union Member States for reporting invalidated or lost passports, based on the 
“Schengen Convention” [16]. 

• Issuance of CRL by the e-passport authority is a trivial task, since the existing 
infrastructure for Document Signing can be used for periodically issuing and 
signing CRL without additional effort. CRL may include revoked e-passports by 
referring their serial number, similarly to the X.509 CRL. 

• Distribution of CRL can be easily done through the already established Public Key 
Directory supporting the worldwide distribution of Document Signer certificates. 
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Inspection points may easily periodically download CRL, which may be 
subsequently used for off-line passport validation. The size of CRL can be a 
potential problem, but it can be solved by adopting deltaCRLs (differential CRL, 
containing only the differences from the previous CRL). 

• Existing Public Key Directories may be used for publishing client certificates at a 
reasonable additional effort. 

7   Exploiting E-Passports in Other Applications 

While the research community is discussing for years how we can implement a 
globally acceptable and trusted Public Key Infrastructure, it seems that the e-passports 
infrastructure - currently under construction in several countries - provides a 
potentially friendly environment for building the necessary global trust. This ‘de-
facto’ implementation by Countries gives us the opportunity to investigate whether 
we can exploit the passport’s PKI capabilities in other applications, provided that 
some preconditions are met.  

The global e-passports implementation seems to be an attractive PKI 
establishment, since: 

• The passport itself plays the role of a tamperproof device for the storage of private 
keys and certificates, as already described in the previous section. 

• The passport as a digital identity is issued by governmental authorities, under very 
strict and reliable identification and issuance procedures for the citizens. 

• The technology used throughout the world is compatible and, thus, interoperable. 
• A worldwide Web-of-Trust is established through a reliable and secure exchange 

of countries self-signed certificates. 
• It provides simultaneously digital identity capabilities and physical identification 

means (i.e. the printed booklet itself and the facial image) 

Of course the e-passport was not initially designed for a wide use in Internet 
applications or in public points of interest. Some problems which restrict the public or 
personal use of e-passport include the cost of equipment, the impossible revocation of 
a lost passport, and the fact that access key to the passport’s data cannot change 
throughout its lifespan. 

In order to investigate the possibility to exploit the PKI characteristics of the e-
passport in applications other than the Machine Readable Travel Documents, we 
distinguish three major categories: 

• Applications in point-of-sales or other public points of interest (e.g. strong 
identification, credit card e-payments). 

• Applications requiring reading/writing additional data in passport’s chip (e.g. 
traveler’s Visas and e-purses). 

• Personal use in Internet transactions (web authentication, digital signatures, and 
encryption) 

In the sequel, we describe the preconditions, under which the exploitation is 
possible for six prominent applications, including the travel documents. We also note 
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the pro’s and con’s when using the e-passport as a digital certificate in each of these 
six applications.  

As shown in Table 1, we examine the preconditions for using the e-passport in 
public points of interest, other than border control, such as the holder identification 
(e.g. in hotels, banks and other locations), and the e-purse in Points-of-Sales. In both 
cases, due to the public nature of the system hosting the applications, the access to 
stored biometric data must be denied. For the same reason, the system must be widely 
trusted to ensure that the information included in the MRZ will be not misused, as 
explained earlier. On the other side, when the passport is used in personal systems, the 
access control is not an issue, but the existence of the (non trivial for an individual) 
passport reading equipment is necessary. 

The most important advantage of all applications is the established worldwide 
trust, which is based on a web-of-trust consisting of bilateral relationships between 
countries. This de-facto trust infrastructure is adding high value at the relevant 
applications and it overcomes the basic drawback of the most commercial or closed-
groups PKIs. Thanks to the PKI-enabled smart-card technology used in e-passports, 
we have a ready-to-use device for e-purse applications, and most importantly a 
secure-signature-creation-device conforming to security and legal requirements for 
digital signatures. Furthermore, a digital signature created by the e-passport can be 
‘qualified’ since the certification provider (passport issuing authority) applies strict 
citizen identification and infrastructure security procedures, conforming to the legal 
requirements for qualified certification services provision. Another advantage is the 
high mobility offered for ubiquitous authentication, since it is based on a portable 
device and on widely acceptable standards. 

The basic disadvantage for using the e-passport in a personal computer is the 
considerable cost of the equipment for reading (RFID) and scanning (OCR) the  
e-passport. Of course, the cost of this equipment may significantly decrease in case 
proximity smart cards become a common need. Since the e-passport does not provide 
a X509 digital certificate, but a proprietary kind of certificate, its use in today’s 
browsers is not possible, unless special add-ons are installed. The lack of a revocation 
mechanism (and certificate management in general) by the issuing authorities is a 
problem for automated Internet authentication, as well as for digitally signing, where 
no visual inspection of the digital ID is possible and where a fraudulent impersonation 
cannot be identified. The lack of directory adds some complexity to the verification of 
a digital signature and to the data encryption for a remote recipient, however it does 
not prohibit both usages. 

We are now able to summarize the preconditions in order to exploit the e-passport 
PKI capabilities in applications other than its initial purpose: 

• Security features: The chip has processing capabilities and it supports the Basic 
Access Control and the Active Authentication as described by ICAO. 

• Equipment: Reading, validating, and using the e-passport’s chip data requires a 
compatible RFID reader, ideally including a scanner and Optical Character 
Recognition capabilities for digitizing the Machine Readable Zone printed on the 
passport. Alternatively, the necessary information of the MRZ (specifically, the 
passport’s serial number, the holder’s date of birth, and the expiration date) can be 
entered manually by a common keyboard. 
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Table 1. Using e-passports in applications other than MRTD 

Application Preconditions Pros Cons & Threats 

Use in public points of interest 

Identification in 
public points, 
other than 
border control 

Separate access control 
for biometric data 

Widely trusted hosting 
systems 

Worldwide Trust and 
Standardization 

Wide access to MRZ 
makes passport 
vulnerable to skimming 
and eavesdropping 

e-purse for 
usage at point-
of-sales 

Separate access control 
for biometric data 

Widely trusted hosting 
systems  

Additional storage 
capacity in e-passport’s 
chip 

Worldwide Trust and 
Standardization 

Ready infrastructure for 
most PKI-based smart 
card e-purses 

Writing capabilities and 
special access 
conditions add 
complexity 

Personal use 

Authentication 
in Internet 
applications 

Supportive Equipment 
on personal computer 

Worldwide Trust 

Strong authentication 

High Mobility 

No standard X.509 
certificates  

No support from 
browsers 

No revocation – cannot 
prevent identity theft 

Cost of equipment 

Digital 
Signature 

Supportive Equipment 
and software on 
personal computer 

Covers most legal 
requirements for 
‘qualified signatures’ 

Worldwide Trust 

Can be based on well 
established standards 
and algorithms 

No revocation possible 
– used until expiration 

No directory of public 
keys  

Cost of equipment 

Data encryption Supportive Equipment 
and software on 
personal computer 

Worldwide Trust 

Can be based on well 
established standards 
and algorithms 

No directory of public 
keys 

No key escrow possible, 
possible data loss 

Cost of equipment 

 

• Trusted Systems: The MRZ information must be protected or at least be not 
publicly available, as it is the only information that prevents the unauthorized use 
of the e-passport in case it is lost. The requirement for keeping the MRZ secret is 
intensified by the fact that this information cannot change throughout the lifespan 
of the passport. Using the MRZ in a personal computer is acceptable, since the 
MRZ is only locally used and it is not disclosed to other parties. A precondition for 
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using an e-passport in a public system is that this system is widely trusted (in the 
same way as we trust an ATM for the card PIN we enter or a secure e-commerce 
application where we enter our credit card details). 

• No biometrics disclosure: The biometric data (but not the facial image) are often 
considered sensitive personal data; therefore they must be further protected, in 
order to enable additional use of the passport. We consider that the biometric data 
are not necessary for the additional applications other than the border control. We, 
therefore, set as a precondition that the sensitive biometric data must not be 
present, or they must be kept secret for the applications we examine. 

8   Conclusions 

The International Civil Aviation Organization provides the system developers with the 
technical standards for the implementation of a simple worldwide Public Key 
Infrastructure to support digital signatures applied to e-passports. Countries are required 
to build their hierarchical PKI following specific standards and good practices, in terms 
of security, trust architectures, key management and interoperability. 

Digital signatures are the basic tool to prove passport authenticity and integrity, 
while additional mechanisms provide access control and authentication. The digital 
signature unambiguously binds together the stored digital information, the issuing 
authority, the printed booklet, and the chip itself. Establishing global trust is necessary 
to efficiently verify the digitally signed e-passports at the inspection points 
worldwide. Respecting the autonomy of Countries, the establishment of a web-of-
trust based on bilateral trust relationships between countries seems to be a promising 
and appropriate approach. 

The e-passport is, in fact, a tamperproof PKI-enabled device, which contains a 
private key and a kind of digital certificate for the bearer. Since the e-passport is 
personalized under strict security procedures, as well as there is a worldwide trust and 
interoperability, it provides an attractive PKI establishment of ‘qualified certification’ 
that could be exploited in other applications. By examining the use of e-passports in 
applications such as the Internet or in public Point-Of-Sales, we conclude that their 
exploitation is possible if some preconditions are met. The wide use of e-passports 
exhibit important advantages, such as the existing worldwide Trust and 
standardization, the high level of security, and mobility and the legal conformance for 
‘secure signature creation devices’. At the same time, the wide use may be restricted 
by some drawbacks, such as the need for special equipment, the lack of revocation 
mechanism, and the non-standard certificates. 

Several security and privacy issues are identified, mainly originating from the fact 
that the e-passport is based on contactless communication and that it contains 
biometric data. Actions that strengthen the security of the e-passport include the 
assignment of random document numbers (that increase the entropy of access control 
keys), the implementation of a revocation mechanism for active authentication keys, 
and the separation of access control on the biometric data. 

E-passports seem to have the potential to be used as global digital identification 
devices in everyday activities. The infrastructure that supports them may be proved to 
be the first worldwide PKI that will bring certificates, keys, and digital signatures 
close to all citizens and applications. 
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Abstract. The penetration of PKI technology in the market is moving
slowly due to interoperability concerns. Main causes are not technical
but political and social since there is no trust development model that
appropriately deals with multidomain PKIs. We propose a new archi-
tecture that on one hand considers that trust is not an homogeneous
property but tied to a particular relation, and on the other hand, trust
management must be performed through specialized entities that can
evaluate its risks and threads. The model is based on trust certificate
lists that allows users to hold a personalized trust view without having
to get involved in technical details. The model dynamically adapts to
the context changes thanks to a new certificate extension, we have called
TrustProviderLink (TPL).

Keywords: trust lists, reliability in PKI, interoperability, certificate
extension.

1 Introduction

PKI technology has been widely accepted as the best solution to provide secure
electronic transactions through an insecure channel. However, its global market
penetration to common applications of general use it is not yet a fact.

The key reason for the slow adoption of PKI solutions in mass media prod-
ucts [1,2] is due to interoperability concerns. Interoperability can not be simply
characterized as a technology-only issue. In fact, it encompasses a wide range of
technical, legal and political issues.

The PKI industry has addressed technical interoperability problems through
a standardization process of data types and protocols. Nowadays, despite the
flexibility of the specifications, PKI technology has achieved maturity and the
basic interoperability goals between different vendor solutions are guaranteed.

Therefore, today’s major drawback for the PKI adoption is the difficulty to
deploy a cross-border solution due to differences in the countries legal and po-
litical framework. Governments are reluctant to recognize other nation’s CAs if
they do not take part in the quality control and, on the other hand, the scope
of liabilities of a CA is not clear if the jurisdiction does not regulate it by law.
Several proposals have been presented to overcome these problems such as cross-
certification and Bridge Certification Authority. Yet, none of them has succeed
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because of the complexities involved in the management of such infrastructures
and the generalist perspective in which they are based.

The contribution of this paper is defining a procedure to facilitate the inte-
gration and interoperability of different PKI islands. The aim is being able to
deal with elements of external security domains without creating a unique and
monolithic infrastructure that is unable to adapt to any change. Users are the
last responsible entities of the trust assignment within their context. Facilities
are provided to identify the scope and attributions of each authority so that end
entities can easily take the more appropriate decision for themselves.

The rest of the paper is structured as follows. In Section 2, the main trust
models and their challenges are reviewed. Section 3 presents the proposed archi-
tecture and describes the entities and elements involved. In Section 4 we specify
the functionality of the proposed architecture. Finally, section 5 concludes the
paper and outlines some ideas for future research.

2 Trust Models and Challenges

PKI is intended to establish and maintain trusted relationships. In order to
reach such objectives, mechanisms to propagate trust from credited organisms
to unknown entities have to be built. See in [3] a survey on interoperability issues
of multi-domain PKI. Next, we review the main trust model proposals and we
identify their most relevant challenges.

2.1 Trust Models

Single CA
PKI trust development has been studied and analyzed from PKI origins. The
most simple topology architecture is the single Certification Authority (CA)
model, that is, all certificates are issued by a unique CA. Although simple, this
design neither scales well nor adapts to the society patterns, so it leads to the
appearance of multiple interconnected CAs which manage communities of users
that can not interoperate ones with the others.

Hierarchical PKI
The first attempt to solve the problem of having multiple interconnected trust
islands was the hierarchical PKI structure that is managed by a Root Certifica-
tion Authority (RCA). Trust is established in a tree-like fashion and flows from
top to bottom. The RCA public key is the fundamental point of trust, or trust
anchor, for evaluating certificate acceptability. In this model the path construc-
tion procedure is very simple, as a single path exists from any end entity up to
the RCA.

However, deploying a global unique RCA is inappropriate for political rea-
sons. There is not a consensus about whom it would manage the RCA and how
it would do it. Thus the conclusion is that this model is only directly applicable
within one domain, which is generally supported in one or several communities
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generally forming different security domains, but always within one unique ad-
ministrative domain.

Mesh PKI
There has been multiple efforts to bring trust development to inter-domain levels.
In the cross-certification model, also known as mesh model, two CAs cross-certify
each other once they agree to trust and rely on each other’s issued public key
certificates as if they had generated them themselves. Pairs of CAs exchange
cross-certificates and enable users from one administrative domain to interact
electronically and securely with users from the other.

However, the number of cross-certificates tends to grow exponentially with the
number of CAs and policy mappings are very complex. Therefore, there appear
scalability problems.

On the other hand, if a PKI domain A wants to join another PKI domain B
but restrict or deny trust in one or more other domains that B may have joined,
A has to issue a cross-certificate to B where policy constraints shall be explicitly
included. This makes the building of certification paths between two generic end
entities still more unmanageable.

Mesh model can be also build upon a hierarchical PKI architecture so that
the number of required cross-certificates can be reduced and the complexity of
the system lightened. Although IETF has included CA cross-certification in its
Certificate Management Protocol [4] and there are some implementations of it,
cross-certification is still not well supported by common general-purpose appli-
cations like browsers or email clients.

Trust Lists
There is not an homogenous way to define or formalize trust lists. While for ones
is just a list of certificates (i.e. stores of certificates used in web browsers), for
others is a signed list that can contain any trusted information and, in particular,
certificates; this is the case of the Certificate Trust List (CTL) format from
Microsoft.

In this paper we use the term trust list to designate a signed set of trusted
certificates plus information defining properties and constraints on how to apply
this trust [5].

There are two types of trust lists:

– User trust lists: managed by a single user.
– Provider trust lists: managed by a trust provider.

The user trust list model is the most common trust development architecture
in use today, offered by operating systems and web applications. An example is
the list of more than a hundred CAs included in distributions of Microsoft OS.
The requirement to appear in this list is paying a fee to Microsoft. On the other
hand, end users can modify this list by adding or deleting CAs as needed.

User trust list model does not present technical complexities. However, it
has to be noticed that users do not have the means or skills to construct their
own trust list from scratch because they do not know the CAs nor are able to



52 H. Rifà-Pous and J. Herrera-Joancomart́ı

evaluate the risks that entails accepting them. This is, for example, the case
of web browser applications, that are distributed with a predefined trust list
attached to them so that users do not have to create it.

On the other hand, provider trust lists are created and managed by trust
providers (TP). Its aim is to serve as a reference for users; the trust on the
certificates of the list is recommended by a TP. From an inter-domain interoper-
ability perspective, the provider trust list essentially replaces the cross-certificate
pair in the Mesh model. The user trusts the issuer of the list, adopts the list,
and then the trust is extended to the CAs conveyed within it.

Bridge CA
Bridge CA (BCA) trust model was first introduced by the U.S. Federal Gov-
ernment [6] as a way to facilitate the interconnection of CAs through a cross-
certification process. Each user only trusts its own CA which in turn trusts the
bridge that finally trusts the remote CA, so that each member needs only to
maintain a single cross-certification with the BCA and then it is automatically
able to build certification paths across all spokes.

It must be noted that the BCA is not intended to be used as a trust anchor by
the users of the PKI. It simply acts as a gateway between isolated CAs. Even so,
BCA is responsible to map certificate policies and guarantee PKI equivalences
adequately. Therefore, users must rely on it regarding these mappings.

Although this model is quite simple from the end user perspective, in fact
it presents technical difficulties because the path construction is intrinsically
complex and several checks (e.g. policy and name constraints, certificate status,
policy mappings) must be performed throughout the certificate chain. Nowadays,
the Federal BCA is trying to interconnect with other BCAs, but it is reporting
both technical and operational problems (see Top 10 issues from [7]).

European Community took a project for deploying a BCA for the member
states. In a way to facilitate the interoperability, their proposal [8] was to create
an hybrid BCA that combines the distribution of accredited CA certificates
under the form of a signed list, and the cross-certification of the CA with the
BCA for those users that do not want to download trust lists.

The European BCA pilot finished in 2004. They concluded [5] cross-certifica-
tion was more tedious than trust lists and that the model should be restricted
to the use of these last ones.

Bridge VA
The Bridge Validation Authority (BVA) trust model [9,10] is a further step to the
BCA in which the central entity is not a CA but a Validation Authority (VA).
VAs are trusted third parties that offer online services on certificate validation. In
general terms, they are responsible of building the certification path, evaluating
the quality of the certificates, validating their status, and ensuring they are
trustworthy.

In the BVA model, the element that links multiple PKI islands is an VA that
gathers and classifies status information of certificates from multiple domains.
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BVA becomes the trust anchor for users and admits liabilities for the certificates
it works with.

This model solves some of the technical complexities of BCA, for instance,
when dealing with path construction, and offers to the users a more comfort-
able service. Although simple, users are totally relegated to the decisions of the
BVA and do not receive any information about the characteristics, quality or
application context associated to the CA they are working with.

On the other hand, as we have already seen in other models, it can not exist
a unique BVA in the world due to political reasons, but multiple instances of
them. Whether users trust one or more BVA, and how they combine the results
stated by each authority has to be solved for each user.

2.2 Trust Development Challenges

As we have described above, several solutions for building trust have been pro-
posed, however, trust development still presents challenges. In the following use
case, we expose the common problems users face up when dealing with security
services.

Lets suppose a user, Bob, who has traveled to a foreign country and is visiting
the city. While he is walking in the park, he sees a publicity announcing a music
show that night in the theater. He wants to buy a ticket, so he gets his PDA
an tries to connect to a wifi network. He finds an ad hoc network that reaches
Internet and makes a request for establishing a connection.

Charles is another member of the ad hoc network. He is Bob’s neighbor and
can provide him with forwarding services so that Bob can connect to the theater.
However, Charles would not forward Bob’s packets unless he can assure Bob is
not a selfish user of ad hoc networks, and that he will be rewarded afterward
through a reputation system. Therefore, he wants to verify Bob’s identity and
that he is registered to a CA that takes liabilities in case of problems.

Charles verifies the signature of Bob’s certificate and checks all data is correct.
However Charles is unable to verify the certification chain of Bob up to a root
CA because he does not know that authority and does not trust it. If Charles’
CA has not a binding relationship with Bob’s PKI domain, he has no further
means to obtain relevant information for extending trust to Bob.

In this example case, let’s suppose Charles takes the risk of giving forwarding
services to Bob. Now, Bob can reach the Internet and tries to buy theater tickets.
He can successfully build the vendor’s certification path and validate the certi-
fication chain is correct. Still, he does not have any information on the quality
of the certificate and if it is appropriate for using it in e-commerce applications.
Bob does not want taking the risk of buying the tickets in a foreign country to
a vendor that uses a certificate that is not qualified, so pitifully, he will not be
able to go to the theater.

The example presented above shows that the challenges of trust models based
on PKI can be summarized in:

– Processing certification paths, that is, finding an ordered sequence of certifi-
cates from the end entity certificate to a trust anchor.
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– Determining the quality of the certificate, which can be usually derived from
the certificate policy.

– Deciding if the certificate is trustworthy for the purpose at hand.

Some models like BVA and Trust Lists have a simple certification path man-
agement, however, they do not offer users details about quality of service para-
meters. If a CA issues two types of certificates with different security policies,
the BVA party will extend the same type of responses for the two of them, with-
out including quality information that can be used by the user as a qualifying
parameter for the trust decision.

BCA model offers some quality of service through cross-certification policies.
The BCA is responsible for certification mapping and it has to publish the rules
that follows to accept new CAs. However, such architecture presents technical
complexities that can harden interoperability.

Several proposals have emerged to formalize a certification policy format
[11,12] and define a way to interpret the CA liabilities and the quality of the
certificates it issues. In [13] authors define an automatic way to compare certifi-
cates from different CAs and determine its relative quality. The use of standard
description rules will facilitate certificate evaluation. However, users neither have
the knowledge nor the capacity to interpret all the parameters and take a deci-
sion about the quality of the certificate. So, they have to delegate this operation
in some external entities, which we call Trust Providers (TP).

Another challenge of PKI trust models is how to extend trust and decide if
a certificate is trustworthy for the purpose at hand. In spite of some technical
complexities, the main problem of existing trust models is that they do not follow
the trust building guidelines we use in personal relationships.

Setting up a global uniform network of trust is not viable. The models pro-
posed so far that admit some personalization are the ones based on trust lists.
However, current trust lists implementations are very simple and only cover cer-
tificate’s classification in a few categories: trusted CA certificates, web server
certificates, code validation certificates and end user certificates.

3 Architecture Description

In this section we describe the architecture of our trust model aimed to facilitate
the multidomain PKI interoperability. The main characteristics of the proposed
architecture are:

– Built upon a centralized PKI model that extends trust from well know au-
thorities in which users trust, the TP.

– Let users configure its own trust list based on recommendations, that can
be accepted or not.

– Facilitate trust list dissemination and management using core PKI
mechanisms.

Different entities interoperate in our architecture using different elements (see
figure 1).
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Fig. 1. System architecture

3.1 Architecture Entities

The main architecture entities of our model are users, Certification Authorities
(CA) and Trust Providers (TP).

In our architecture we use the term user in a wider sense. A user is the one
that has a certificate but also the entity that wants to validate a certificate. No-
tice that the latter does not need to have a certificate, and in some environments
entities that validate certificates are called relying parties [14]. However we use
the term user in both cases in order to simplify the description.

Certification Authorities (CA). are entities that issue certificates and vouch
for the binding between the data items in these certificates. CAs manage the
whole life cycle of certificates, revoking them if they are compromised before
the validity period, renewing if the validity has to be extended, and publishing
updated status information so that users can be accurately informed. Root Cer-
tification Authorities (RCA) are a special case of CA with a top hierarchical
level.

Trust Providers (TP). are well known entities that have accredited political,
legal or social impact (i.e. the Ministry of Law or recognized private enterprise).
They manage lists of CA certificates that they consider reliable and that have
the required quality for being used in some specific actions. The application
context of the certificates in the list is confined to the influence scope of the
Trust Provider.
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3.2 Architecture Main Elements

Our architecture main elements are certificates, list of trust providers, trust lists,
and a trust list enforcement engine.

Certificates
Certificates are the central point of any PKI based model. Our architecture uses
X.509 certificates [15] in which a new certificate extension called Trust Provider
Link (TPL) has been included.

The TPL is a noncritical certificate extension that contains URL locations
where a list of trust providers can be retrieved. The TPL extension shall be
identified by a unique object identifier:

id-pe-trustProvidersLink OBJECT IDENTIFIER ::= { id-pe 20 }

The ASN.1 specification of the extension is the following:

trustProvidersLink ::= SEQUENCE SIZE (1..MAX) OF
TrustProviderLink

trustProviderLink ::= SEQUENCE {
accessMethod OBJECT IDENTIFIER,
accessLocation GeneralName }

trustProvidersLink is a list of trustProviderLink objects that contain the
location where the CA that issued the certificate publishes the list of TP.

List of trust providers
A list of trust providers is the relation of different TP that support the CA
policy. Such list is formatted in XML and includes a brief description of the TP
included. Table 1 shows the elements of the list in XPath language [16].

Notice that lists of trust providers are signed to avoid fake manipulations in
the data. A specific example of a list of providers is shown in figure 2.

Trust lists
The main element of our architecture are trust lists. Two different trust lists can
be identified: user trust lists and provider trust lists, which are managed by TPs
so that they are also known as TP trust lists.

Trust lists contains three groups of information:

– List owner data: It identifies the entity responsible of the trust list. In case
such entity is a TP the list is more reliable and it includes the services offered
by the TP, the number of clients that it has, the purpose of the list and its
target. It also states if the TP is refining an existing trust list, or it creates
it from scratch.

– Certificate list: List of trusted certificates and qualifying information.
– Authenticity data: It includes parameters to validate the integrity and au-

thenticity of the data contained in the list. Such parameters include a hash
of the data, a signature and the signing certificate.



An Interdomain PKI Model Based on Trust Lists 57

Table 1. List of trust providers parameters

XPath Value
/List List container
/List/TrustProvider[n] Information of a n’th Trust Provider (TP)

of the list
/List/TrustProvider[n]/Name TP’s distinguished name
/List/TrustProvider[n]/Context The operational context of the TP, i.e, pub-

lic administrations, e-commerce, ..
/List/TrustProvider[n]/Scope TP’s influence ambit. It can be global (i.e.

Microsoft) or local (trust list of a European
member state)

/List/TrustProvider[n]/CertProvider TP’s certification provider, in case it exists
/List/TrustProvider[n]/Reference URL location of the trust lists
/List/ds:Signature XML Signature of the whole list

Fig. 2. List of trust providers example

We introduce a format of trust lists that allows defining quality parameters
for the certificates. Table 2 shows the elements of the list in XPath language. The
format of the list is based on the ETSI specification [17] that has been extended
to include certificates data.
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Table 2. Trust lists parameters

XPath Value
/TrustList Trust List (TL) container
/TrustList/ThisUpdate Publication date
/TrustList/Target Public target
/TrustList/Purpose Purpose
/TrustList/From List of Trust Providers (TP) that have con-

tributed to the creation of the present TL
/TrustList/From/TrustProvider[n] Information of a n’th TP
/TrustList/From/

TrustProvider[n]/Id
Distinguished Name

/TrustList/From/
TrustProvider[n]/Update

Publication date of the provider’s list

/TrustList/Owner Information of the responsible of the TL
/TrustList/Owner/Id Distinguished Name
/TrustList/Owner/Name Name of the responsible legal entity
/TrustList/Owner/Address Postal address
/TrustList/Owner/URI Web address
/TrustList/Owner/Services List of services provided by the entity
/TrustList/Owner/BeginDate Legal entity creation date
/TrustList/Owner/Context The operational context of the owner, i.e, pub-

lic administrations, e-commerce, ..
/TrustList/Owner/Market Market of the owner
/TrustList/Owner/Status Financial range of the owner
/TrustList/CertList List of trusted certificates
/TrustList/CertList/CA[n] Information of a n’th CA. This element in-

cludes trust parameters in semantic languages
/TrustList/CertList/

CA[n]/CertProperties
Encoded certificate and certificate fields

/TrustList/CertList/
CA[n]Constraints

Information to qualify the certificate

/TrustList/ds:Signature XML Signature of the whole list

TP evaluate certificates they want to include in their trust list based on their
knowledge of the CA holder and the quality of the issued certificates (that is,
the CA certificate policy). Results from the evaluation are expressed on the list
using an ontology language [18]. Ontology languages are formal languages used
to construct ontologies, that is, specifications of some concepts. They allow the
encoding of knowledge about specific domains and often include reasoning rules
that support the processing of that knowledge.

We use ontologies to include any properties and constraints for the certificates
issued by the CAs in the list. Categorization of certificates is achieved with
information of two orthogonal fields (see figure 3):

– Service: the security services that shall be granted, like identification, data
authentication, access control, non-repudiation or establishment of a confi-
dential channel.



An Interdomain PKI Model Based on Trust Lists 59

– Sector: the ambit of the target application, i.e., government, pharmaceuti-
cal, banking, transport, leisure, etc.

Finally, TP define a certificate Trust Level for using the stated certificates in
each specific environment.

Trust List

CA

Service Sector

has member

provides

security in
application

context

Trust Level

Is confidentIs confident

Refinements

Has

refinements

Confidence

level

Fig. 3. Trust list ontology schema

Ontologies provide means to define relations between the objects in a domain.
This information is exploited in trust lists as a way to automatically propagate
trust on certificates used in similar environments. For example, a TP may recom-
mend a certificate to be accepted for non-repudiation services in governmental
applications. By extension, if a user asks if he shall accept this certificate for
authentication purposes in an e-administration environment, the response will
be true.

Extending the context of use of a certificate entails some risks, for this reason,
the confidence level of this kind of recommendations will always be lower than the
primary goals for it was intended. The client application is responsible to define
a threshold above which certificates will be accepted, and rejected otherwise.

Figure 4 shows an example of a TP trust list. The TP is a medical enterprise
that offers health services and insurances. It has defined a trust list of certificates
to be used in social services. In particular, the example depicts a CA that can
be used for non repudiation operations in an e-health context.

Trust list enforcement engine
Since there are many independent PKI domains in the world and new ones are
appearing every day, user trust lists have to be updated regularly to meet the
changes. New methods have to be provided in order to modify and include the
appropriate CAs in the list and trust list enforcement engines are the appropriate
tool.
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Fig. 4. Trust list example

Trust lists are tied with trust list enforcement engines, that are used to encode
users requirements and check if certificates fulfill the stated rules according to the
list. The engine is the interface of trust lists that can interpret users requirements
in natural language and automatize the process of list modification and update.

4 Architecture Function

4.1 User Trust List Creation

Users trust lists are initially created importing the information from a provider
trust list of an entity whom the user knows and trusts. Therefore, users construct
they own trust list based on TP recommendations, that are formalized in an TP
trust list.

TP can offer a downloading interface that allows exporting only some parts
of the list (some selected CAs). Anyway, the information users accept from the
provider trust lists, can be then refined and modified.
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4.2 User Trust List Management

Trust providers value and classify certificates in the lists they publish. Users can
refine or modify this classification in the lists managed by themselves. When a
user imports new providers trust lists to his own list, the trust list enforcement
engine merges the data with the contents of the other providers.

In our model, the use of user trust lists is not mandatory. There is a way to
fasten the trust validation of a certificate and guarantee the service is available
anytime. However, users that need to check a certificate and are not using their
personal device nor having access to their trust list, can perform the validation
directly. The trust list enforcement engine directs the user to the list of TP
referenced in the certificate under validation, the user will have to indicate if he
trusts any of the TP on the list and, if positive, the trust list of the selected TP
will be checked and its recommendations imported.

4.3 Certificate Evaluation

In the general model, users maintain a trust list that contains the PKI domains
they trust. When they are involved in an electronic transaction and need to de-
cide the acceptance of a certificate, they delegate to the trust list enforcement
engine the certification path construction and the evaluation of whether the cer-
tificate is sufficiently trusted and qualified for that specific purpose. The inputs
to the engine are the certificate itself, and a description of the context in use.
For example, a user can request if a certificate is admissible for non-repudiation
purposes in a work contract.

Certificate evaluation can be directly requested from the client application
itself (mail client, web browser, document reader, ...). In this case, the client
application is the one that passes contextual inputs to the trust list enforcement
engine.

Figure 1 shows the certificate evaluation steps:

Step 1. The enforcement engine tries to build a trust certification path from
the user certificate to a trust CA in the list. If it is unable to do it, it can be
because it does not know that authority, or because it does know it but the
user does not explicitly trust in it. In the first case, as the certificate under
evaluation holds a TPL extension, the engine can obtain more information
about the PKI domain where the certificate belongs through the recommen-
dations made by some TPs. The TPL extension points to a list of TPs that
can supply more information about the unrecognized certification chain.

Step 2. The enforcement engine connects to the web page in which the CA that
issued the certificate publishes a list of TPs. All TPs in the list support the
CA, however, the context and scope of each provider is different. If the list of
TPs is not available, the certificate under evaluation is considered untrustful
and the process is finished.

Otherwise, after getting the list of TPs and verifying that is authentic and
has not been manipulated, the engine searches if the user knows some of the
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providers, that is, checks if TPs are registered in the user trust list. If this is
the case, the recommendation of the registered TPs is accepted. Otherwise,
the engine asks the user if he want to import some new TP in the repository
and acts accordingly.

Step 3. TPs are reached. The client verifies the signature of the TP trust lists.
Step 4. TPs trust lists are downloaded and merged with the current informa-

tion in the user trust list. When recommendations on a PKI domain come
from several trust providers, the best trust level values are the ones that
prevail. If information of trust providers has to be merged with data stated
by the user owning the list, the user opinion takes preference.

Finally, we review the use case example we have introduced in section 2.2 to
explain how it can be resolved using our trust list model. Users Bob and Charles
are connected in an ad hoc network. Bob requests Charles forwarding access
through his node so that he can reach Internet. Charles is not able to construct
Bob’s certification chain and he does not trust the authority. As Bob’s certificate
holds a TPL extension, he can get information about the TP that recommend
the acceptance of the certificate.

Charles recognizes some of the TP on the list. TP are reached in order, start-
ing by the provider that best meets the requirements of the situation, and ending
with the remotest one. For each provider that recommends the use of the cer-
tificate, the client application alerts the user and asks for a confirmation.

In our particular case, Charles seeks confidence parameters in the context
of ad hoc networks, and particularly in the access control operation. TP that
support Bob certification chain are unknown to Charles, and are in the public
administration domain. However, because the number of known TP that recom-
mend the use of the certificate is very high, and because the risk of the operation
is low, Charles accepts the identity of Bob and grants him the access.

So far, Bob can browse the Internet. He connects to the theater for buying the
ticket. However, the vendor presents him a certificate that he does not recognize
because does not maintain a user trust list in his handheld device due to its
limited capacity. He asks the trust list enforcement engine to verify the validity
of the certificate for e-commerce services.

The engine verifies that the vendor certificate is issued by a CA that is member
of the certificate trust lists of the major software vendors, and that the context
of this CA is e-commerce. It asks Bob if he relies on the TP on the list, and as
the response is affirmative, the engine validates positively the vendor certificate
and Bob is able to perform the purchase.

5 Conclusions

Interoperability issues of interdomain PKIs are one of the key problems to be
solved in order to allow a massive deployment of PKI technology. Although
several solutions have been proposed so far, none of them has succeed in the
market due to technical, political and social constraints.
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In this paper we have presented a new trust development model more flexible
than the former ones from the user point of view. The proposed model is based
on trust lists in order to resolve interoperability issues of interdomain PKIs. It
is built upon a hierarchical PKI model and extends trust using TPs. As in the
BVA model, the trust anchor is not a CA, but the TP.

The use of TPs facilitates the adoption of interdomain CAs by the users
because they are close entities which users really know and treat. TPs have
gained their reputation in a certain community by their demonstrated know-
how, activities and projects, and they are trusted in their area of expertise.
TPs are used to give recommendations, help users to interpret CAs security
policies and give them information about the PKI domains. On the other hand,
the promotion and dissemination of TPs is achieved thanks to a new certificate
extension that provides information of the entities that support its PKI domain.

Moreover, the presented architecture deals with categorized trust lists ex-
pressed in semantic language so that a more specific approach about when is
appropriate or not to accept a certificate can be surely stated.

The use of ontologies is twofold: first it permits to describe the complex rela-
tions of the real world in a language that is interpretable by computers; Second,
it provides the base to deploy natural language interfaces for the TPs so that
user-friendly applications can be developed and consumed by anyone, although
they do not have technical skills.

Further research will be focused on defining specific ontologies for the trust
list enforcement engine to allow a highly configurable and automatic user list
management.
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Abstract. In this paper, we revisit Paillier’s trapdoor one-way function
[15], focusing on the computational problem underlying its one-wayness.
We formulate a new computational problem that we call one-more Pail-
lier inversion problem. It is a natural extension of Paillier inversion prob-
lem to the setting where adversaries have access to an inversion oracle
and a challenge oracle. We study the relation between the proposed prob-
lem and the one-more RSA inversion problem introduced by Bellare et
al. in [2]; we prove that the one-more Paillier inversion problem is hard
if and only if the one-more RSA inversion problem is hard. Then we pro-
pose a new identification scheme; we show the assumed hardness of the
one-more Paillier inversion problem leads to a proof that the proposed
identification scheme achieves security against concurrent impersonation
attack. Compared with the known RSA-related identification schemes,
the proposed identification scheme is only slightly inefficient than the
best known GQ scheme, but is more efficient than Okamoto’s.

1 Introduction

Paillier’s cryptosystem [15] is an important member of a family of public-key,
probabilistic encryption schemes utilizing a discrete logarithm trapdoor tech-
nique modulo a hard-to-factor integer. This family begins when Goldwasser and
Micali [10] introduce the notion of probabilistic encryption. The probabilistic en-
cryption scheme of Goldwasser and Micali is based on the quadratic residuosity
assumption. Cohen and Fischer [5] improve the limited communications band-
width of the Goldwasser-Micali scheme; their encryption scheme is based on the
prime residuosity assumption. However, the decryption procedure is inefficient
since it involves a certain exhaustive search. Naccache and Stern [12] suggest
a variant on the Cohen-Fischer scheme; their scheme allows for high commu-
nications bandwidth and is proved to be semantically secure under the same
assumption, namely the prime residuosity assumption. Independently, Okamoto
and Uchiyama [14] propose an improvement on the Cohen-Fischer scheme, this
time using a different group structure; the semantic security of the Okamoto-
Uchiyama scheme is proved under the p-subgroup assumption. Paillier [15] pro-
poses a new candidate trapdoor one-way function on which he builds a new
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encryption scheme; the semantic security of Paillier’s encryption scheme is
proved under the decisional composite residuosity assumption (in contrast to
the prime residuosity assumption), and is more efficient than the aforementioned
schemes. Following [15], many related works have been done, mainly concerned
with modifications, extensions or applications of Paillier’s cryptosystem; see, for
example, [7,4,9].

In this paper, we revisit Paillier’s trapdoor one-way function, focusing on the
computational problem underlying its one-wayness, namely the Paillier inversion
problem [15]. We formulate a new computational problem that we call one-more
Paillier inversion problem. It is a natural extension of Paillier inversion problem
to the setting where adversaries have access to an inversion oracle and a challenge
oracle. We study the relation between the proposed problem and the one-more
RSA inversion problem introduced by Bellare et al. in [2]. We prove that the one-
more Paillier inversion problem is hard if and only if the one-more RSA inversion
problem is hard; that is, in regard to intractability the one-more Paillier inversion
problem is equivalent to the one-more RSA inversion problem. We then propose
a new identification scheme derived from a Σ-protocol for proof of knowledge of
pre-image under Paillier’s function; we show the assumed hardness of the one-
more Paillier inversion problem leads to a proof that the proposed identification
scheme is secure against concurrent impersonation attack. Compared with the
known RSA-related identification schemes, the proposed identification scheme is
only slightly inefficient than the best known GQ scheme [11], but is more efficient
than Okamoto’s [13].

2 The One-More Paillier Inversion Problem

In Section 2.1, we review the Paillier inversion problem underlying the one-
wayness of Paillier’s trapdoor one-way function ([15]). In Section 2.2, we formu-
late the one-more Paillier inversion problem, which is analogous to the one-more
RSA inversion problem in [2].

Throughout this paper, we let positive integer k denote the security parameter.
An RSA-type modulus generator is a probabilistic, polynomial time algorithm
that on input 1k returns an RSA-type modulus N , which is k-bit long (namely
2k−1 ≤ N < 2k), and is a product of two distinct odd primes. For an RSA-type
modulus N , we denote by ZN the ring of integers modulo N , and by Z∗

N the
multiplicative group of units (namely invertible elements in ZN ).

An RSA-type key generator is a probabilistic, polynomial time algorithm that
on input 1k returns a triple (N, e, d), where the first component N = pq is a k-
bit long modulus that is the product of two distinct odd primes p and q, the
second component e is an encryption exponent, and the third component d is
the matching decryption exponent.

As done in [15], we fix an RSA-type key generator that will be referred to as
K throughout. The generator K on input 1k returns a modulus N , an encryption
exponent e and the matching decryption exponent d. The modulus N is k-bit
long, and is a product of two distinct odd primes. The encryption exponent e
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equals N—the modulus itself. The decryption exponent d is the multiplicative
inverse of N modulo λ(N), where λ(N) is Carmichael function on N (namely,
in this context, the least common multiple of p− 1 and q− 1, lcm(p− 1, q− 1)).

2.1 The Paillier Inversion Problem

Let N = pq be an RSA modulus and consider the multiplicative group Z∗
N2

of units. Paillier [15] proposes a candidate trapdoor one-way function P from
ZN × Z∗

N to Z∗
N2 defined by

P : (x, y) �→ (1 + N)xyN mod N2. (1)

Paillier actually presents his candidate trapdoor one-way function in terms of
an arbitrary base g whose order modulo N2 is a multiple of N , instead of the
specific base 1 + N , which has order N modulo N2. However, since the Paillier
inversion problem is random self-reducible (cf. [15]), it follows that the hardness
of the inversion problem is independent of the choice of the base g. Hence, the
Paillier inversion problem can be formulated in terms of the key generator K
and the function P .

Definition 1 (Paillier Inversion Problem). Let k be a security parameter,
and let A be an adversary. Consider the following

Experiment ExpA(k)
N ← K(1k)
z ← Z∗

N2 , (x, y)← A(N, 1k, z)
If z = (1 + N)xyN mod N2 then return 1 else return 0.

We define the advantage of A by

AdvA(k) = Pr[ExpA(k) = 1].

The Paillier inversion problem is said to be hard, if the function AdvA(k) is
negligible in the security parameter k for any adversary whose time complexity
is polynomial in k. 	


It is implicit in [15] that the Paillier inversion problem is equivalent to the RSA
inversion problem as per Definition 3 in Appendix A.

2.2 The One-More Paillier Inversion Problem

Recall that associated to an RSA modulus N is the function P defined by Eq. (1).
The Paillier inversion problem involves computing the pre-image of z under P ,
given z in Z∗

N2 . We are also interested in the setting where adversaries may have
access to an inversion oracle and a challenge oracle. The adversary may query
with a point z ∈ Z∗

N2 to the inversion oracle and get back the corresponding
pre-image under function P . The adversary may also query the challenge oracle
who upon request simply returns a random element in Z

∗
N2 . In this context, we
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consider the adversary to be successful if it outputs correct pre-images of all
the challenge points returned by the challenge oracle during the interaction, and
manages to keep the number of its queries to the inversion oracle strictly fewer
than the number of its queries to the challenge oracle. Our definitional approach
is to assign to any adversary an advantage function that sends the security
parameter to the probability that an attack game or experiment returns 1. The
problem is said to be hard if and only if any adversary with time complexity
polynomial in the security parameter has only negligible advantage.

We now proceed to define the one-more Paillier inversion problem. We denote
by I() the inversion oracle that on input an element z ∈ Z∗

N2 returns its pre-
image under function P . The adversary is also allowed access to a challenge
oracle denoted by C(). The challenge oracle simply returns a random challenge
point in Z∗

N2 each time being queried; this element is chosen independently and
uniformly from Z

∗
N2 . The adversary is given oracle accesses to both I() and C().

Its goal is to find the correct pre-images of all the challenge points returned
by the challenge oracle C() in such a way that the number of its queries to
the inversion oracle I() is strictly fewer than the number of its queries to the
challenge oracle C().
Definition 2 (One-More Paillier Inversion Problem). Let k be a security
parameter. Let A be an adversary with accesses to the inversion oracle I() and
the challenge oracle C(). Consider the following
Experiment Expom-p

A (k)
N ← K(1k)
((x1, y1), . . . , (xm, ym))← AI(),C()(N, 1k)

where m is the number of A’s queries to the challenge oracle C()
Let z1, . . . , zm be the challenge points returned by C()
If the following hold then return 1 else return 0
− For all i ∈ {1, . . . , m}, zi = (1 + N)xiyN

i mod N2

− The number of queries to I() made by A is strictly fewer than m.
The advantage function of A in the above experiment is defined by

Advom-p
A (k) = Pr[Expom-p

A (k) = 1]

The one-more Paillier inversion problem is said to be hard if Advom-p
A (k) is

negligible for any adversary whose time complexity is polynomial in the security
parameter k. 	

We adopt the convention that the time complexity of a one-more Paillier inversion
adversary A is the execution time of the entire experiment, including the time
taken for key generation, but only one time unit is charged for each reply to an
oracle query (namely the time taken by the oracles to compute replies is one
time unit).

3 The Equivalence

In this section, we investigate the relation between the one-more Pailler inversion
problem as per Definition 2 and the one-more RSA inversion problem introduced
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in [2]; see also Definition 4 in Appendix A. We show that in regard to computa-
tional intractability, these two problems are polynomially equivalent.

Theorem 1. The one-more Paillier inversion problem as per Definition 2 is
hard if and only if the one-more RSA inversion problem as per Definition 4 is
hard. 	


Proof. For one implication, we show that given any probabilistic, polynomial
time one-more Paillier inversion adversary A, there exists a probabilistic, poly-
nomial time one-more RSA inversion adversary B such that their advantage
functions satisfy the following inequality

Advom-p
A (k) ≤ Advom-rsa

B (k), (2)

which would imply that if the one-more RSA inversion problem is hard, then
the one-more Paillier inversion problem is also hard.

To do this, recall that by Definition 4, the one-more RSA inversion adversary
B is given oracle accesses to the RSA inversion oracle RSAI() and the RSA
challenge oracle RSAC(). The inversion oracle RSAI() takes an element z̃ ∈
Z
∗
N and returns its RSA-inverse ỹ = z̃N−1 mod λ mod N . The challenge oracle

RSAC() returns a point chosen independently and uniformly from Z∗
N each time

being queried. The algorithm of the one-more RSA inversion adversary B is
described as follows:

Adversary BRSAI(),RSAC()(N, 1k)
Run A on input (N, 1k), answer A’s oracle queries as follows

If A queries its challenge oracle, then
Query RSAC() to get z̃, pick a random number x in ZN ,
and compute z = (1 + N)xz̃ mod N2. Return z

If A queries z to its inversion oracle, then
Query RSAI() with z̃ = z mod N to obtain ỹ. Compute
x = (z/ỹN − 1)/N mod N . Return (x, ỹ)

Until A halts with some outputs ((x1, y1), . . . , (xm, ym))
Return (y1, . . . , ym)

Notice that the map from ZN×Z∗
N to Z∗

N2 defined by (x, y) �→ (1+N)xy mod N2

is a group isomorphism. It follows that the challenge point z produced by B is
distributed identically to that returned by A’s challenge oracle (namely random
element in Z∗

N2).
Now, let z̃1, . . . , z̃m be the challenge points returned by the oracle RSAC(), and

z1, . . . , zm the corresponding challenges computed by B (namely, the challenge
points A actually receives). If A is successful, then the number of inversion
queries made by A is strictly fewer than the number of its challenge queries,
and for all i ∈ {1, . . . , m}, the pair (xi, yi) is the correct pre-image of zi under
function P , that is, (1+N)xi z̃i mod N2 = zi = (1+N)xiyN

i mod N2. Changing
modulus from N2 to N , we have z̃i = yN

i mod N ; namely, yi is the RSA-inverse
of z̃i modulo N . Hence, the adversary B inverts all the m challenges but makes
strictly fewer than m queries to its inversion oracle, as adversary A does. This
establishes the desired inequality (2).
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For the other implication, we show that given any probabilistic, polynomial
time one-more RSA inversion adversary B, there exists a probabilistic, poly-
nomial time one-more Paillier inversion adversary A such that their advantage
functions satisfy the following inequality

Advom-rsa
B (k) ≤ Advom-p

A (k),

which would imply that if the one-more Paillier inversion problem is hard, then
the one-more RSA inversion problem is also hard.

Recall that adversary A is allowed oracle accesses to an inversion oracle I()
and a challenge oracle C(). The inversion oracle I() takes input a point z ∈ Z

∗
N2

and returns its pre-image (x, y) under function P . The challenge oracle C()
simply returns a point chosen independently and uniformly from Z∗

N2 , each time
being queried. The algorithm of the one-more Paillier inversion adversary A is
described as follows:

Adversary AI(),C()(N, 1k)
Run B on input (N, 1k), answer B’s oracle queries as follows

If B queries its challenge oracle, then
Query C() to obtain z. Set z̃ = z mod N . Return z̃

If B queries z̃ to its inversion oracle, then
Query z̃ to I() and get back (x, y). Return y

Until B halts with some outputs (ỹ1, . . . , ỹm)
Let z1, . . . , zm be the challenges returned by C()
For i← 1 to m

xi ← ((zi/ỹN
i − 1)/N) mod N , yi ← ỹi

Return ((x1, y1), . . . , (xm, ym)).

Let z1, . . . , zm be the challenges returned by C(), and z̃1, . . . , z̃m the correspond-
ing challenge points computed by A, namely, the challenges B gets. If B is suc-
cessful, then the number of inversion queries made by B is strictly fewer than the
number of its challenge queries, and for all i ∈ {1, . . . , m}, ỹi = yi is the N -th
root of z̃i modulo N . This, together with the xi forms the correct pre-image
of zi under function P . Therefore, A outputs correct pre-images of all the m
challenge points, but makes strictly fewer than m queries to its inversion oracle,
as B does. 	


4 The Concurrent Secure Identification Scheme

In this section we present our new identification scheme that is derived from a Σ-
protocol (cf. [6]) for proof of knowledge of pre-image under Paillier’s function P
as per Eq. (1). We show that the assumed hardness of the one-more Paillier inver-
sion problem leads to a proof that the proposed identification scheme is secure
against concurrent impersonation attack (see, for example, [3,1] for definition
and more discussion). As for efficiency, compared with the known RSA-related
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U = (1 + xN)yN

r ← ZN , s ← Z
∗
N

W ← (1 + rN)sN mod N2 �W

� c c ← ZN

a ← r + cx mod N

b ← syc mod N �(a, b)

(1 + aN)bN ?
= WUc

Fig. 1. A concurrent secure identification scheme derived from a Σ-protocol for proof of
knowledge of pre-image under function P . Its concurrent security can be proved under
the assumed intractability of the one-more Paillier inversion problem. (Operations are
understood to be modulo N2 when not explicitly indicated).

identification schemes, the proposed identification scheme is only slightly ineffi-
cient than the well-known GQ scheme [11], but is more efficient than Okamoto’s
[13].

The scheme (named csID) is depicted in Fig. 1. The system parameter gener-
ator proceeds as follows: On input 1k (where k is a security parameter), it runs
K(1k) described in Section 2, picks random numbers x ← ZN , y ← Z∗

N , and
computes U = (1 + xN)yN mod N2 (recall that 1 + N has order N modulo N2,
so it is the case that (1 + N)x ≡ 1 + xN (mod N2)); the public key pk of the
prover is (N, U), whereas (N, x, y) is the matching secret key sk.

In a typical execution of the protocol, the prover makes the first move and
produces its first message W , which is a random element in Z∗

N2 . The verifier
chooses a random number c ∈ ZN as a challenge. In response to the challenge c,
the prover supplies the verifier with (a, b). The verifier’s decision-making leads to
acceptance if and only if (a, b) is the pre-image of WU c mod N2 under Paillier’s
function P .

The following theorem relates the advantage of any concurrent impersonation
adversary I attacking protocol csID to the advantage of a derived one-more
Paillier inversion adversary A.

Theorem 2. Given any concurrent impersonation adversary I = (V̂ , P̂ ) with
time complexity T (), there exists a one-more Paillier inversion adversary A such
that their advantage functions are related via the inequality

Advca
I (k) ≤ 1/N +

√
Advom-p

A (k), (3)

where k is any security parameter. Moreover, the time complexity of the one-
more Paillier inversion adversary A is 2T (k)+O(�(k)k3), where �(k) is the total
number of prover instances on which the impersonation adversary I attacks.

Proof. Without loss of generality we assume that V̂ does not repeat the same
oracle query; such repetition can be handled by table look-up.

For security parameter k, let N be the modulus output by the generator K
on input 1k. Recall that the one-more Paillier inversion adversary A is given
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Adversary AI(),C()(N, 1k)

Query C() to get U , set pk ← (N, 1k, U)

Choose a random tape ρ for V̂ , initialize V̂ with (pk , ρ), and set � ← 0

Run V̂ , answer V̂ ’s queries as follows

If V̂ makes a query of the form (Λ, i)
Increase � by one, query C() and let Wi be the response.

Return Wi to V̂

If V̂ issues a challenge of the form (c, i)
Set ci ← c, query I() with WiU

ci mod N2. Let (ai, bi)

be the response. Return (ai, bi) to V̂

Until V̂ outputs some state information σ and stops

W ← P̂ (Λ, σ)

ĉ1 ← ZN , (â1, b̂1) ← P̂ (ĉ1, σ)

If (1 + â1N )̂bN
1 ≡ WU ĉ1 (mod N2) then d1 ← 1 else d1 ← 0

ĉ2 ← ZN , (â2, b̂2) ← P̂ (ĉ2, σ)

If (1 + â2N )̂bN
2 ≡ WU ĉ2 (mod N2) then d2 ← 1 else d2 ← 0

If d1 = d2 = 1, and ĉ1 �= ĉ2 then

Set Δâ = (â1 − â2) mod N , Δb̂ = (̂b1/b̂2) mod N , Δĉ = (ĉ1 − ĉ2) mod N
Compute integers p, t, v such that p = gcd(N, Δĉ), and p = tN + v(Δĉ)
If p = 1 then

x ← v(Δâ) mod N , y ← (Δb̂)vU t mod N
Else

q ← N/p, λ ← lcm(p − 1, q − 1)

y ← UN−1 mod λ mod N , x ← (U/yN − 1)/N mod N
For i ← 1 to �

xi ← (ai − cix) mod N , yi ← (bi/yci) mod N
Return ((x, y), (x1, y1), . . . , (x�, y�))

Return failure

Fig. 2. The algorithm of the one-more inversion adversary A

accesses to an inversion oracle I() and a challenge oracle C(). (When queried
with an element z in Z

∗
N2 , the inversion oracle I() returns the pre-image of

z under function P as per Eq. (1); the challenge oracle C() simply returns a
random element in Z∗

N2 each time being queried.) The goal of the one-more
Paillier inversion adversary A is to invert all challenges returned by C(), yet
making strictly fewer queries to the inversion oracle I() than to the challenge
oracle C().

The algorithm of the one-more Paillier inversion adversary A is described in
Fig. 2. The adversary A first queries its challenge oracle C() to get a random
element U ∈ Z∗

N2 , and uses this element along with its own input (N, 1k) to form
a public key pk = (N, 1k, U) for the impersonation adversary I. Then, to achieve
its goal, adversaryA runs V̂ , and in every interaction of V̂ and a prover instance,
A emulates the role of the latter. To answer a request of the form (Λ, i) (where Λ
denotes the empty string), the one-more adversary A queries its challenge oracle
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C(), and forwards the oracle’s answer Wi to V̂ . To meet a challenge (ci, i),
A queries its inversion oracle I() with WiU

ci mod N2, and returns the answer
(ai, bi) to V̂ . Since the answer (ai, bi) returned by the inversion oracle I() is the
pre-image of WiU

ci mod N2, namely, (1 + aiN)bN
i mod N2 = WiU

ci mod N2,
the pair (ai, bi) is precisely what prover instance i need to provide in order to
meet the challenge ci. Now, from the perspective of V̂ , the distribution of the
resulting transcript (Wi, ci, ai, bi) is identical to the distribution of transcripts
resulting from a real conversation in which prover instance i gets a random tape
ρi, computes its first message Wi, and meets a challenge ci by computing the
unique pair (ai, bi) that is the pre-image of WiU

ci mod N2. It follows that A
perfectly simulates the view of V̂ .

Let �(k) be the number of prover instances with which V̂ interacts. When V̂
finishes with some piece of state information σ, the one-more inversion adversary
A has made �(k) queries to its inversion oracle I() (to get the �(k) pairs (ai, bi)
of pre-images), and has asked for a total number �(k) + 1 of challenge queries
(namely, U, W1, . . . , W�(k)). Recall that A’s goal is to invert all these �(k) + 1
target points, and at the same time, to make at most �(k) queries to its inversion
oracle. So at this point, A cannot make use of its inversion oracle any more, and
instead it tries to extract the pre-image (x, y) of U out of P̂ , since in that case,
the pre-image (xi, yi) of all the remaining numbers Wi can be derived by simply
computing

xi = (ai − cix) mod N,

yi = (bi/yci) mod N,

hence inverting all the �(k) + 1 challenges successfully.
Now, adversaryA executes the following “extraction” procedure: Run P̂ to get

its first message W , issue a random challenge ĉ1, run P̂ to obtain its response,
and execute the verifier’s checking procedure. Then, select a second random
challenge ĉ2, rewind P̂ to get back a second response, and again evaluate the
verifier’s decision. If both of the decisions come out 1 and the two challenges
differ, then proceed to extract the pre-image of U as described below: Let Δâ =
(â1 − â2) mod N , Δb̂ = (̂b1/b̂2) mod N and Δĉ = (ĉ1 − ĉ2) mod N . By the
validity of the two challenge/response pairs, we have

(1 + (Δâ)N)(Δb̂)N ≡ UΔĉ (mod N2). (4)

Using the extended Euclid’s algorithm, compute integers t, v such that tN +
vΔĉ = gcd(N, Δĉ). If gcd(N, Δĉ) = 1, then by Eq. (4)

U ≡ U tN+vΔĉ ≡ (1 + N)vΔâ((Δb̂)vU t)N (mod N2)

and by the bijectivity of function P we know that

x = v(Δâ) mod N,

y = (Δb̂)vU t mod N
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is the desired pre-image of U under function P as per Eq. (1). If gcd(N, Δĉ) > 1,
then noticing that 0 < |Δĉ| < N , we can then factor the modulus N into p, q,
compute λ = lcm(p− 1, q − 1) = (p− 1)(q − 1)/ gcd(p− 1, q − 1), and compute
the modulo inverse N−1 mod λ. Now, it is easy to verify that the pair (x, y)

y = UN−1 mod λ mod N

x = (U/yN − 1)/N mod N

is the desired pre-image of U . In any case, when successfully extracts the pre-
image of U , adversary A can invert all the �(k) + 1 points U, W1, . . . , W�(k), but
queries its inversion oracle only �(k) times, provided that both d1 and d2 evaluate
to 1, and the two challenges ĉ1, ĉ2 are different. If any of the two decisions
evaluates to 0, or the two challenges coincide, then A fails. It follows that A
succeeds if and only if both d1 = d2 = 1 and ĉ1 �= ĉ2. We next relate the
probability of this event to the advantage Advca

I (k) of the impersonation attacker
I.

Observe that the probability distribution of the public key pk formed by A
for V̂ is identical to the distribution of public key in the two-phase defining
attack game. Since A simulates the view of V̂ perfectly, V̂ behaves as it would
when playing the two-phase attack game, and provides P̂ with state informa-
tion distributed identically to what P̂ would receive in their coalition. So, the
probability that the first decision d1 evaluates to 1 is exactly Advca

I (k).
Write π1 for Pr[d1 = 1 | σ, pk ], the conditional probability that d1 = 1, given

that the public key produced by A is pk , and the state information output by
V̂ is σ; here, the probability is over the choice of random challenge ĉ1. Write
π2 for Pr[d1 = d2 = 1 and ĉ1 �= ĉ2 | σ, pk ], the conditional probability that
d1 = d2 = 1 and ĉ1 �= ĉ2, given that the public key created by A is pk , and the
state information output by V̂ is σ; here, the probability is over the independent
and random choices of challenges ĉ1 and ĉ2. It is clear that the expectation E1 of
π1 is the probability that I wins, namely, E1 = Advca

I (k), and the expectation
E2 of π2 is the probability that A succeeds as a one-more inversion adversary,
namely E2 = Advom-p

A (k).
It is obvious that π1 and π2 are related via the inequality

π2 ≥ π1(π1 − 1/N).

Notice that for any random variable X , it holds that E(X2)− (EX)2 = E(X −
EX)2 ≥ 0, where E() denote the mathematical expectation, we have

E2 ≥ E(π2
1 − π1/N) = E(π2

1)− E1/N ≥ (E1)2 − E1/N.

From that we obtain

E1 − 1/2N ≤
√

E2 + (1/2N)2 ≤
√

E2 + 1/2N,

and inequality (3) now follows. This proves the first part of the theorem.
To complete our proof of the theorem, it remains to justify the claim about the

time complexity of adversaryA. Consider the two-phase attack game defining the
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advantage of adversaryA. By our conventions for measuring time complexity, the
cost of all steps in this game prior to the execution of the next to last If statement
is at most 2T (k), plus the cost of computing the �(k) queries WiU

ci mod N2,
plus the cost of twice executing the verifier’s checking procedure. The cost of the
latter is proportional to (�(k) + 2)k3. The cost of all the remaining computation
is easily seen to be proportional to (�(k) + 1)k3. Hence, the time complexity of
A is proportional to (�(k) + 1)k3 plus 2T (k), as claimed. 	


Using relation (3), we can now provide the following concurrent security property
of the proposed identification scheme.

Corollary 1. If the one-more Paillier inversion problem as per Definition 2 is
hard, then the identification scheme csID depicted in Fig. 1 is secure against
concurrent impersonation attack.

Proof. Let I be a concurrent impersonation adversary attacking the proposed
identification scheme with polynomial time complexity. Then the one-more Pail-
lier inversion adversary A presented in Fig. 2 also has polynomial time complex-
ity, since both T () and �() are polynomially bounded. The assumption that
the one-more Paillier inversion problem be hard implies that Advom-p

A (k) is
negligible, and obviously 1

N is also negligible in k. By relation (3) the advan-
tage function Advca

I of the concurrent impersonation adversary I is necessarily
negligible. 	


5 Conclusion

We formulate a new computational problem, called one-more Paillier inversion
problem, that extends the Paillier inversion problem underlying the one-wayness
of Paillier’s trapdoor one-way function in [15]. We investigate the relation be-
tween the proposed computational problem and the one-more RSA inversion
problem introduced by Bellare et al. in [2]; we prove that in regard to intractabil-
ity the one-more Paillier inversion problem is equivalent to the one-more RSA
inversion problem. We also propose a new and efficient identification scheme,
and show that under the intractability assumption of the one-more Paillier in-
version problem, the proposed identification scheme is secure against concurrent
impersonation attack.
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A The RSA Inversion Problem and the One-More RSA
Inversion Problem

In this section we briefly review the RSA problem and the one-more RSA inver-
sion problem introduced by Bellare et al. in [2].

Definition 3 (RSA Problem). Let k be a security parameter. Let B be an
adversary. Consider the following

Experiment Exprsa
B (k)

(N, e, d)← K(1k)
z̃ ← Z∗

N , ỹ ← B(N, e, 1k, z̃)
If z̃ = ỹe mod N then return 1 else return 0.
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The advantage of B in this experiment is defined by

Advrsa
B (k) = Pr[Exprsa

B (k) = 1].

The RSA inversion problem is said to be hard, if the function Advrsa
B (k) is neg-

ligible for any adversary B whose time complexity is polynomial in the security
parameter k. 	


We next briefly review the one-more RSA inversion problem introduced in [2]. We
denote by RSAI() the RSA inversion oracle that on input a point z̃ ∈ Z∗

N returns
the RSA-inverse z̃N−1 mod λ mod N . The adversary is also allowed access to an
RSA challenge oracle RSAC() that simply returns a random challenge element in
Z∗

N each time being queried. The element is chosen independently and uniformly
from Z∗

N each time being invoked.

Definition 4 (One-More RSA Inversion Problem [2]). Let k be a security
parameter. Let B be an adversary with access to the RSA inversion oracle RSAI()
and the RSA challenge oracle RSAC(). Consider the following

Experiment Expom-rsa
B (k)

(N, d)← K(1k), where d = N−1 mod λ

(ỹ1, . . . , ỹm)← BRSAI(),RSAC()(1k, N)
where m is the number of queries B made to RSAC()

Let z̃1, . . . , z̃m be the challenges returned by RSAC()
If the following holds then return 1 else return 0
− for all i ∈ {1, . . . , m}, z̃i = ỹN

i mod N
− B made strictly fewer than m queries to RSAI().

The advantage function of B in the above experiment is defined by

Advom-rsa
B (k) = Pr[Expom-rsa

B (k) = 1].

The one-more RSA inversion problem is hard if the function Advom-rsa
B (k) is

negligible for any adversary whose time complexity is polynomial in the security
parameter k. 	
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Abstract. In Information Processing Letters 2006, Tan pointed out that
the anonymous signcryption scheme proposed by Yang, Wong and Deng
(YWD) in ISC 2005 provides neither confidentality nor anonymity. How-
ever, no discussion has been made on whether YWD scheme can be
made secure. In this paper, we propose a modification of YWD scheme
which resolves the security issues of the original scheme without sac-
rificing its high efficiency and simple design. Indeed, we show that our
scheme achieves confidentiality, existential unforgeability and anonymity
with more precise reduction bounds. In addition, our scheme further im-
proves the efficiency when compared with YWD, with reduced number
of operations for both signcryption and de-signcryption.
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1 Introduction

Signcryption, introduced by Zheng in 1997 [24], is a cryptographic primitive
targeting to provide unforgeability and confidentiality simultaneously as typi-
cal signature-then-encryption technique does but with less computational com-
plexity and lower communication cost. Due to these advantages, signcryption is
suitable for many applications which require secure and authenticated message
delivery using resource limited devices.

There have been many signcryption schemes proposed after Zheng’s publi-
cation (e.g. [2,11,16,19,23,9,10,15,13,14]). In 2002, Baek et al. [3] first formally
defined the security notions of signcryption, which are similar to the traditional
semantic security against adaptive chosen ciphertext attack (IND-CCA2) [17]
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and existential unforgeability against adaptive chosen message attack (EUF-
CMA) [12]. The notion of insider security1 was first defined by An et al. [1]. The
notion allows an adversary to not only access the public keys of both sender and
receiver but does also know the sender’s private key. For example, a signcryp-
tion scheme is said to be ‘insider secure’ if the adversary cannot compromise
the confidentiality of a ciphertext even the adversary knows the sender’s pri-
vate key. Similar notion has later been extended to other security properties for
signcryption [9,13,14]. Those properties include unforgeability, anonymity, etc.

In [9], Boyen proposed a new set of security models for signcryption schemes
(under the identity-based setting [18]). In particular, a new requirement called
ciphertext anonymity was proposed. It requires that a ciphertext should appear
anonymous to anyone but the actual recipient. It hides the identities of both
the sender and the recipient of the ciphertext. This notion can be viewed as an
extension of key privacy introduced by Bellare et al. [4] for public key encryption.
A signcryption scheme with ciphertext anonymity or key privacy, the identities
of both sender and recipient are protected from being known from a ciphertext.

In [14], Libert and Quisquater proposed a signcryption scheme with cipher-
text anonymity. However, [20] and [22] independently demonstrated that it is
neither semantically secure nor anonymous under chosen plaintext attack. In
[22], Yang, Wong and Deng also proposed an improvement (hereinafter referred
as the YWD scheme) based on [14]. YWD scheme has a special merit on effi-
ciency as it is computationally efficient and supports parallel processing which
may help improving the performance further. However, a recent result by Tan
[21] showed that the YWD scheme is not semantically secure and does not sat-
isfy ciphertext anonymity, under insider’s chosen-ciphertext attack. However, no
improved scheme was proposed by Tan.

Our Contribution. It is still not known if the YWD scheme can be improved
to a secure one, while maintaining the advantages of the original scheme being
highly efficient and simple. In this paper, we propose a modification of the YWD
scheme. The modified scheme not only solves the security issues of the original
scheme, but also maintains its efficiency. In particular, we show that our scheme
achieves confidentiality, existential unforgeability and anonymity with more pre-
cise reduction bounds. In addition, our scheme further improves the efficiency
with reduced number of operations for both signcryption and de-signcryption.

Organization. We give the definition and security models of a signcryption
scheme with ciphertext anonymity (or key privacy) in Sec. 2. It is then followed
by the review and discussion of YWD signcryption scheme and Tan’s attacks in
Sec. 3. This leads us to the description of our method for solving the security
issues of the YWD scheme. Our construction and its security analysis are given
in Sec. 4. We conclude the paper in Sec. 5.

1 The original paper of An, et al. [1] only presents the insider attack against the
integrity of a signcryption. The idea has later been extended to confidentiality and
other security properties [9,14].
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2 The Definition and Security Models of Signcryption
with Key Privacy

A signcryption scheme is a quadruple of probabilistic polynomial time (PPT)
algorithms (Keygen, Signcrypt, De-signcrypt, Verify).

(sk, pk)← Keygen(1k) is the key generation algorithm which takes a security
parameter k ∈ N and generates a private/public key pair (sk, pk).

σ ← Signcrypt(1k, m, skU , pkR) takes k, a message m, a private key skU and
a public key pkR, outputs a ciphertext σ. m is drawn from a message space M
which is defined as {0, 1}n where n is some polynomial in k.

(m, s, pkU )/reject ← De-signcrypt(1k, σ, skR) takes k, σ and a private key
skR, outputs either a triple (m, s, pkU ) where m ∈ M , s is a signature and pkU

is a public key, or reject which indicates the failure of de-signcryption.

true/false← Verify(1k, m, s, pkU ) takes k, m ∈M , a signature s and a public
key pkU , outputs true for a valid signature or false for an invalid signature.

For simplicity, we omit the notation of 1k from the inputs of Signcrypt, De-
signcrypt and Verify in the rest of this paper. Note that the specification above
requires the corresponding signcryption scheme to support the “unwrapping”
option introduced in [15]. The “unwrapping” option allows the receiver of a
ciphertext to release the message and derive the embedded sender’s signature
from the ciphertext for public verification. Early schemes such as [24] do not
support the “unwrapping” option and therefore not satisfy this definition.

Definition 1 (Completeness). For any m ∈ M , (skU , pkU ) ← Keygen(1k)
and (skR, pkR)← Keygen(1k) such that skU �= skR, we have

(m, s, pkU )← De-signcrypt(Signcrypt(m, skU , pkR), skR)

and true← Verify(m, s, pkU ).

Informally, we consider a secure signcryption scheme with key privacy to be
semantically secure against adaptive chosen ciphertext attack, existentially un-
forgeable against chosen message attack, and anonymous in the sense that a
ciphertext should contain no information in the clear that identifies the author
or the recipient of the message and yet be decipherable by the intended recipient
without that information. We capture these notions in the following definitions.
They are similar to those defined by Libert and Quisquater [14].

Definition 2 (Confidentiality). A signcryption scheme is semantically secure
against chosen ciphertext insider attack (SC-IND-CCA) if no PPT adversary has
a non-negligible advantage in the following game:

1. The challenger runs Keygen to generate a key pair (skU , pkU ). skU is kept
secret while pkU is given to adversary A.
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2. In the first stage, A makes a number of queries to the following oracles:
(a) Signcryption oracle: A prepares a message m ∈M and a public key pkR,

and queries the signcryption oracle (simulated by the challenger) for the
result of Signcrypt(m, skU , pkR). The result is returned if pkR �= pkU

and pkR is valid in the sense that pkR is in the range of Keygen with
respect to the security parameter. Otherwise, a symbol ‘⊥’ is returned for
rejection.

(b) De-signcryption oracle: A produces a ciphertext σ and queries for the
result of De-signcrypt(σ, skU ). The result is made of a message, a sig-
nature and the sender’s public key if the de-signcryption is successful and
the signature is valid under the recovered sender’s public key. Otherwise,
a symbol ‘⊥’ is returned for rejection.

These queries can be asked adaptively: each query may depend on the answers
of previous ones.

3. A produces two plaintexts m0, m1 ∈ M of equal length and a valid private
key skS such that skS is in the range of Keygen with respect to the security
parameter. The challenger flips a coin b̌

R← {0, 1} and computes a signcryp-
tion σ∗ = Signcrypt(mb̌, skS , pkU ) of mb̌ with the sender’s private key skS

under the receiver’s public key pkU . σ∗ is sent to A as a challenge ciphertext.
4. A makes a number of new queries as in the first stage with the restriction

that it cannot query the de-signcryption oracle with σ∗.
5. At the end of the game, A outputs a bit b′ and wins if b′ = b̌.

A’s advantage is defined as Advind−cca(A) = Pr[b′ = b̌] − 1
2 and the probability

that b′ = b̌ is called the probability that A wins the game.

The definition above captures the advantage of an active adversary over an
eavesdropper. That is, the adversary knows and has the full control of the signing
key. This also gives us insider-security for confidentiality [1,9,14].

Definition 3 (Unforgeability). A signcryption scheme is existentially un-
forgeable against chosen-message insider attack (SC-EUF-CMA) if no PPT
forger has a non-negligible advantage in the following game:

1. The challenger runs Keygen to generate a key pair (skU , pkU ). skU is kept
secret while pkU is given to forger F .

2. The forger F adaptively makes a number of queries to the signcryption oracle
and the de-signcryption oracle as in the confidentiality game.

3. F produces a ciphertext σ and a valid key pair (skR, pkR) in the sense that
the key pair is in the range of Keygen and wins the game if
(a) De-signcrypt(σ, skR) returns a tuple (m, s, pkU ) such that true ←

Verify(m, s, pkU ), and
(b) σ is not the output of the signcryption oracle.

We allow the forger to have the full control of the de-signcryption key pair
(skR, pkR). This also captures the notion of insider-security for unforgeability.
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Definition 4 (Ciphertext Anonymity). A signcryption scheme is cipher-
text anonymous against chosen-ciphertext insider attack (SC-ANON-CCA) if
no PPT distinguisher has a non-negligible advantage in the following game:

1. The challenger generates two distinct public key pairs (skR,0, pkR,0) and
(skR,1, pkR,1) using Keygen, and gives pkR,0 and pkR,1 to the distinguisher
D.

2. In the first stage, D adaptively makes a number of queries in the form of
Signcrypt(m, skR,c, pkR) or De-signcrypt(σ, skR,c), for c = 0 or c = 1.
pkR is some arbitrary but valid recipient key such that pkR �= pkR,c.

3. After completing the first stage, D outputs two valid and distinct private keys
skS,0 and skS,1, and a plaintext m ∈M .

4. The challenger then flips two coins b, b′ R← {0, 1} and computes a challenge
ciphertext σ = Signcrypt(m, skS,b, pkR,b′) and sends it to D.

5. D adaptively makes a number of new queries as above with the restriction that
it is not allowed to ask the de-signcryption oracle of the challenge ciphertext
σ.

6. At the end of the game, D outputs bits d, d′ and wins the game if (d, d′) =
(b, b′).

D’s advantage is defined as Advanon−cca(D) = Pr[(d, d′) = (b, b′)]− 1
4 .

The ciphertext anonymity definition above follows that of Libert and Quisquater
in [14, Def. 4], which is considered to be an extension of the “key privacy” notion
of public key encryption [4]. We only consider this definition for key privacy in
this paper rather than also considering an additional one called key invisibility
[14, Def. 5]. We believe that the definition above is more intuitive. With only
a few differences, one can also consider it as a non-identity based version of
Boyen’s definition [9] of ciphertext anonymity in the identity-based setting.

3 Preliminaries

Bilinear Pairings. Let k be a system-wide security parameter. Let q be a k-bit
prime. Let G1 be an additive cyclic group of order q and G2 be a multiplicative
cyclic group of the same order. Let P be a generator of G1. A bilinear map is
defined as e : G1 ×G1 → G2 with the following properties:

1. Bilinear : For all U, V ∈ G1, and a, b ∈ Z, we have e(aU, bV ) = e(U, V )ab.
2. Non-degenerate: e(P, P ) �= 1.
3. Computable: there is an efficient algorithm to compute e(U, V ) for any U, V ∈

G1.

Modified pairings [7] obtained from the Weil or the Tate pairing provide admis-
sible maps of this kind.

The Gap Diffie-Hellman Problem. The Decisional Diffie-Hellman problem
(DDH) [6] in G1 is to distinguish between the distributions of 〈P, aP, bP, abP 〉
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and 〈P, aP, bP, cP 〉 where a, b, c are random in Zq. The Computational Diffie-
Hellman problem (CDH) in G1 is to compute abP from 〈P, aP, bP 〉 where a, b
are random in Zq. The Gap Diffie-Hellman problem (GDH) is to solve a given
random instance 〈P, aP, bP 〉 of the CDH problem with the help of a DDH oracle.
The DDH oracle can be implemented through a bilinear map since it suffices to
check if the equation e(P, cP ) = e(aP, bP ) holds for determining if cP = abP .

3.1 YWD Signcryption Scheme [22]

Suppose each element in G1 can be represented distinctly using l bits. Let H1 :
{0, 1}n+2l → G1, H2 : G3

1 → {0, 1}l and H3 : G3
1 → {0, 1}n+l be cryptographic

hash functions where n denotes the length of a plaintext in binary representation
and is in some polynomial of k. The scheme is described as follows:

Keygen: A private key is generated by picking a random xu ← Zq and the
corresponding public key is computed as Yu = xuP . In the following, the
sender and the receiver are denoted by u = S and u = R, and their public
key pairs are denoted by (xS , YS) and (xR, YR), respectively.

Signcrypt: To signcrypt a message m ∈ {0, 1}n for receiver R, sender S carries
out the following steps:
1. Pick a random r← Zq and compute U = rP .
2. Compute V = xSH1(m, U, YR)
3. Compute W = V ⊕H2(U, YR, rYR) and Z = (m‖YS)⊕H3(U, YR, rYR).

The ciphertext is σ = (U, W, Z).
De-signcrypt: When a ciphertext σ = (U, W, Z) is received, receiver R per-

forms the following steps:
1. Compute V = W ⊕H2(U, YR, xRU)
2. Compute (m‖YS) = Z ⊕H3(U, YR, xRU).
3. If YS �∈ G1, outputs reject. Otherwise, compute H = H1(m, U, YR) and

check if e(YS , H) = e(P, V ).
4. If the equation holds, output 〈m, (U, YR, V ), YS〉; otherwise, output

reject.
Verify: For a message-signature pair (m, (U, YR, V )) and a signer’s public key

YS , the algorithm checks if e(YS , H1(m, U, YR)) = e(P, V ). If the condition
holds, it outputs true. Otherwise, it outputs false.

3.2 Tan’s Attacks Against the YWD Scheme

Adaptive chosen ciphertext attack. Based on the SC-IND-CCA game
stated in Definition 2, Tan’s attack [21] is carried out as follows.

Given the receiver’s public key YR, the adversary A first chooses a sender’s
private key xS and two same length messages m0 and m1, and sends them to
the challenger. Then the challenger randomly picks b ∈ {0, 1} and computes the
challenge ciphertext of mb as C∗ = (U∗, W ∗, Z∗). After receiving C∗, A makes
a guess of b to be 0 and computes a new ciphertext with a random message
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m̄ which has the same length as m0 and a random x̄S ← Zq. A computes the
ciphertext C̄ as follows:

– ȲS = x̄SP
– V ∗ = xSH1(m0, U

∗, YR)
– V̄ = x̄SH1(m̄, U∗, YR)
– W̄ = (V̄ ⊕ V ∗)⊕W ∗

– Z̄ = ((m0 ⊕ m̄)‖(ȲS ⊕ YS))⊕ Z∗

At last, A sends C̄ = (U∗, W̄ , Z̄) to the de-signcryption oracle which computes
the following:

– m̂‖ŶS = Z̄ ⊕H3(U∗, YR, xRU∗), here ŶS = ȲS

– V̂ = W̄ ⊕H2(U∗, YR, xRU∗)
– H = H1(m̂, U∗, YR)

If e(ŶS , H) = e(P, V̂ ), the de-signcryption oracle returns the message m̂, other-
wise returns ’⊥’ as rejection. If the message m̂ is equal to m̄, A knows that m0 is
used for constructing the challenge ciphertext. On the other hand, if the message
m̂ is not equal to m̄, m1 is used for constructing the challenge ciphertext.

Attack Against Ciphertext Anonymity. Based on the SC-ANON-CCA
game stated in Definition 4, Tan’s attack [21] is carried out as follows.

Given two receivers’ public keys YR,0 and YR,1, the distinguisher D generates
two senders’ private keys xS,0 and xS,1 and a message m∗. Then sends them
to the challenger. The challenger picks two random number b, b′ ∈ {0, 1} and
computes the challenge ciphertext C∗ = (U∗, W ∗, Z∗) with sender’s private key
xS,b and receiver’s public key YR,b′ . After receiving C∗, D carries out the similar
computation as that of the chosen ciphertext attack and produces four cipher-
texts C̄i,j = (U∗, W̄i,j , Z̄i) with a random message m̄ and a random x̄S ∈ Zq,
where i, j ∈ {0, 1} and m̄’s length is the same as m∗. If D submits those C̄i,j
to de-signcryption oracle, then the de-signcryption oracle will return either the
message m̂i,j or ’⊥’ for rejection. If messages are returned, one of them must be
equal to m̄. Therefore, D can make the correct guess of (b, b′).

Discussions. The YWD scheme is not secure against Tan’s attacks because
the component V can easily be reconstructed with the sender’s secret. Since the
inputs of H1 do not involve any secret value, the adversary under the notion of
“insider security” can easily make use of the malleability property of W and Z
to construct a related but different ciphertext. In the next section, we proposed
an efficient solution of this problem.

4 Simple and Efficient Signcryption with Key Privacy

Our scheme is based on Boyen-Lynn-Shacham’s (BLS) short signature [8] and
ElGamal encryption. The recipient can decrypt without knowing who the sender
is. Both the sender’s public key and the related signature are recovered from the
ciphertext such that the recipient can verify its authenticity.
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4.1 Our Construction

Suppose each element in G1 can distinctly be represented using an l-bit long
binary string. Let H1 : {0, 1}n × G

3
1 → G1 and H2 : G

3
1 → {0, 1}n+2l be hash

functions where n denotes the length of a plaintext and is in some polynomial
of k. For security analysis, all hash functions are viewed as random oracles [5].
Our proposed scheme is described as follows.

Keygen: The same as that of the YWD scheme.
Signcrypt: To signcrypt a message m ∈ {0, 1}n for receiver R, sender S carries

out the following steps:
1. Pick a random r← Zq and compute U = rP .
2. Compute V =xSH1(m, U, YR, rYR) and Z =(m‖YS‖V )⊕H2(U, YR, rYR).

The ciphertext is σ = (U, Z).
De-signcrypt: When a ciphertext σ = (U, Z) is received, receiver R performs

the following steps:
1. Compute D = xRU .
2. Compute (m‖YS‖V ) = Z ⊕H2(U, YR, D).
3. If YS �∈ G1, output reject. Otherwise, compute H = H1(m, U, YR, D)

and check if (P, YS , H, V ) is a Diffie-Hellman tuple by e(YS , H) ?=e(P, V ).
4. If the check passes, output 〈m, (U, YR, D, V ), YS〉; otherwise, output

reject.
Verify: For a message-signature pair (m, (U, YR, D, V )) and a signer’s public

key YS , the algorithm checks if e(YS , H1(m, U, YR, D)) = e(P, V ). If the
condition holds, it outputs true. Otherwise, it outputs false.

Discussions. In our scheme, the signature V is signed on the value D which can-
not be computed without the recipient’s private key. Even with the knowledge
of the sender’s private key, the adversary cannot reconstruct V if D remains un-
known. On the other hand, the signcryption oracle does not offer much help since
no adaptive choice is available to make a signature of D. These give us semantic
security under adaptive insider’s chosen-ciphertext attack. The adversary needs
to know the value of D to come up with a valid ciphertext, which renders the
decryption oracle “useless” and explains why we get chosen-ciphertext security
from chosen-plaintext secure ElGamal encryption.

4.2 Security Analysis

Theorem 1. Let k be a security parameter. Under the random oracle model, if
there exists a PPT algorithm which can break the SC-IND-CCA security of the
proposed signcryption scheme with advantage at least ρ(k), then there exists a
PPT algorithm which can solve the Gap Diffie-Hellman Problem with probability
at least 2(1− p2−poly(k))ρ(k) where poly(·) is some polynomial and p is the max-
imum number of de-signcryption queries made in the model of SC-IND-CCA.
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Proof. For contradiction, we assume that there exists an adversary A who wins
the game given in Definition 2 with non-negligible advantage. In the following,
we construct an algorithm B to solve the CDH problem in G1 with the help of
a DDH solver due to the bilinear pairing.

Suppose B is given a random instance of the CDH problem (P, aP, bP ) ∈
G

3
1, B runs A as a subroutine to find the solution abP . B sets up a simulated

environment of SC-IND-CCA model for A as follows:
B gives bP to A as the challenging public key Yu.
B maintains two lists L1 and L2 for simulating hash oracles H1 and H2,

respectively. When a hash query H1(m, P1, P2, P3) is received, where m ∈ {0, 1}n
and P1, P2, P3 ∈ G1, B checks if the query tuple (m, P1, P2, P3) is already in
L1. If it exists, the existing result in L1 is returned. If it does not exist but
e(P1, P2) = e(P, P3) and (P1, P2,�) is in L1, where ‘�’ is a special symbol,
then B replaces ‘�’ in the entry with P3 and returns the existing result in the
entry. For all other cases, B randomly chooses t← Zq and returns tP to A. The
query tuple and return value are then saved in L1. For enabling the retrieval of
t possibly at some later time of the simulation, the value of t is also stored in
L1 along the entry. Hash queries to H2 are handled similarly.

For a signcryption query on a message m with a receiver’s public key YR,
B checks if YR ∈ G1. If it is incorrect or YR = Yu, B returns a symbol ‘⊥’ for
rejection. Otherwise, B randomly picks r ← Zq, computes U = rP and simulates
H1(m, U, YR, rYR) described as above. Suppose H1(m, U, YR, rYR) is set to t′P .
B then simulates H2(U, YR, rYR), and computes the ciphertext σ = (U, Z) where
Z = (m‖Yu‖t′(Yu))⊕H2(U, YR, rYR).

De-signcryption query on σ = (U, Z) is answered as follows.

1. B looks for a tuple of the form (U, Yu, λ) in L2 such that e(P, λ) = e(U, Yu)
or λ = �.
– If the tuple (U, Yu, λ) is not in L2, B adds a new entry into L2 by storing

(U, Yu,�) as the query tuple and a value randomly drawn from the range
of H2 as the oracle return. The special symbol ‘�’ is used as a marker for
denoting that the real value should be the solution of the CDH problem
instance (U, Yu). This step ensures that the value of H2(U, Yu, λ) is fixed
before σ is de-signcrypted.

– If the tuple (U, Yu, λ) is already in L2, the existing result will be used as
the value of H2(U, Yu, λ).

2. B computes m‖YS‖V = Z ⊕H2(U, Yu, λ) and looks for a tuple of the form
(m, U, Yu, λ) in L1 such that e(P, λ) = e(U, Yu) or λ = �.
– If the tuple (m, U, Yu, λ) is not in L1, B adds a new entry into L1 by

storing (m, U, Yu, λ) as the query tuple and setting r′P as the oracle
return, where r′ ← Zq. Note that λ can be a value such that e(P, λ) =
e(U, Yu). This is because, the value may have been obtained from L2
above.

– If the tuple (m, U, Yu, λ) is in L1 and e(P, λ) = e(U, Yu), then besides
using the existing result of L1 as the value for H1(m, U, Yu, λ), the value
of λ should also be used to update the corresponding entry in L2.
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– If the tuple (m, U, Yu,�) is in L1, then the existing result in L1 will
be used as the value for H1(m, U, Yu,�). Also if the value of λ can be
obtained from L2, then the entry (m, U, Yu,�) in L1 should also be
updated to (m, U, Yu, λ).

3. B checks if e(P, V ) = e(H1(m, U, Yu, λ), YS) holds.
– If the equation holds and e(P, λ) = e(U, Yu), (m, (U, Yu, λ, V ), YS) are

returned as the message-signature pair and the sender’s public key.
– If the equation holds but λ = �, then B halts with failure.
– Otherwise, the symbol ‘⊥’ is returned for rejection.

After completing the first stage of the game, A chooses two n-bit plaintexts m0

and m1 together with a sender’s private key x∗
S , and requests B for a challenge

ciphertext built under the receiver’s challenging public key Yu. Suppose the
associated signer’s public key is Y ∗

S = x∗
SP .

B sets the challenge ciphertext to σ∗ = (U∗, Z∗) where U∗ = aP and Z∗ is
randomly drawn from {0, 1}n×G2

1. B also randomly picks b̌← 1/0, and updates
L1 by adding in (mb̌, aP, Yu,�), randomly picking t∗ ← Zq, and setting the
result of H1(mb̌, aP, Yu,�) to t∗P . Note that this entry will only be added in L1
if it is not in L1 yet. Similarly, L2 will also be updated with (aP, Yu,�) and the
value of H2(aP, Yu,�) is set to Z∗ ⊕ (mb̌‖Y ∗

S ‖t∗Y ∗
S ). Let V ∗ = t∗Y ∗

S .
After that, B answers A’s queries as in the first stage. If A queries H1 or H2

with (aP, Yu, λ) such that e(aP, Yu) = e(λ, P ), then B outputs λ and halts. If A
halts without making this query, B outputs a random point in G1 and halts.

Analysis. The running time of B is in polynomial of A’s running time. To
see that the simulated game is computationally indistinguishable from a real
game, we note that H1, H2 and signcryption oracle are simulated perfectly. For
de-signcryption queries, except the following case, are carried out perfectly too.

The exceptional case is at step 3 of the de-signcryption oracle simulation
above when (U, Yu,�) is in L2 and (m, U, Yu,�) is in L1, while e(P, V ) =
e(H1(m, U, Yu,�), YS) where m‖YS‖V = Z ⊕ H2(U, Yu,�) (i.e. the equation
at step 3 holds). This case implies that A has never queried H1 on (m, U, Yu, λ)
nor H2 on (U, Yu, λ) such that e(P, λ) = e(U, Yu), while Z3 = W3 ⊕ V where
Z = (Z1, Z2, Z3) ∈ {0, 1}n×G2

1 and (W1, W2, W3) = H2(U, Yu,�) ∈ {0, 1}n×G2
1.

Also note that the de-signcryption oracle would never leak any of H1(m, U, Yu,�)
and W3 to A at step 3 of the de-signcryption oracle simulation above, since B
either fails or rejects. Therefore, we have

Pr[Z3 = W3 ⊕ V ] ≤ p/|G1| = p2−poly(k)

where p is the maximum number of de-signcryption queries made by A and
poly(·) is some polynomial function. Hence with probability at least 1−p2−poly(k),
B does not fail and carries out the simulation perfectly.

Let E be the event that (aP, Yu, aYu) is queried on H1 or H2. Ē denotes the
event that (aP, Yu, aYu) is not queried on H1 or H2. Note that B solves the CDH
problem instance in event E.
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We claim that for event Ē,A does not have any advantage in winning the game
over random guessing. Let Vb̌ = x∗

SH1(mb̌, aP, Yu, aYu). Then σ∗ = (aP, Z∗) is
the signcryption of mb̌ if we have

(mb̌‖Y ∗
S ‖Vb̌) = Z∗ ⊕H2(aP, Yu, aYu)

If we focus on the output portion of H2(aP, Yu, aYu) that is corresponding to Vb̌,
we can see that, in event Ē, although (aP, Yu,�) is in L2 and (mb̌, aP, Yu,�)
is in L1, as argued above, B does not leak any information of these values to
A. Also due to the randomness assumption of H1 and H2, A does not have
any advantage in determining the oracle return of H1(mb̌, aP, Yu, aYu) and the
output portion of H2(aP, Yu, aYu) corresponding to Vb̌ in the equation above.
Hence, Pr[A wins the game |Ē] = 1

2 . From the assumption,

Pr[A wins the game] =
1
2

+ ρ(k) ≤ Pr[E] +
1
2
(1− Pr[E])

where ρ is A’s non-negligible advantage in winning the game defined in Defini-
tion 2 and k is the system-wide security parameter. Therefore, Pr[E] ≥ 2ρ(k).
We have Pr[E ∧ B does not fail] ≥ 2(1− p2−poly(k))ρ(k). 	


Theorem 2. Let k be the security parameter. Under the random oracle model, if
there exists a PPT algorithm which can break the SC-EUF-CMA security of the
proposed scheme with advantage at least ρ(k), then there exists a PPT algorithm
which can solve the Gap Diffie-Hellman Problem with probability at least (1 −
p2−poly(k))ρ(k) where poly(·) is some polynomial and p is the maximum number
of de-signcryption queries made in the model of SC-EUF-CMA.

Proof. We prove it also by contradiction, we assume that there exists a forger
F who can win the game stated in Definition 3. In the following, we construct
an algorithm B that can solve the CDH problem in G1.

Suppose B is given a random instance of the CDH problem (P, aP, bP ) ∈ G3
1,

B runs F as a subroutine to find abP . B sets up a simulated environment of
SC-EUF-CMA as follows:

B gives bP to F as the challenge public key Yu.
B maintains two lists L1 and L2 to simulate the hash oracles H1 and H2,

respectively. In each entry of the lists, it keeps the query and the corresponding
return of the oracle. Hash oracles H2 is simulated as in the proof of Theorem 1.

When a hash query H1(m, P1, P2, P3) is asked by F , B first checks if the
query tuple (m, P1, P2, P3) is already in L1. If it exists, the existing result in L1
is returned. If it does not exist but e(P1, P2) = e(P, P3) and (P1, P2,�) is in
L1, where ‘�’ is a special symbol, then B replaces ‘�’ in the entry with P3 and
returns the existing result in the entry. For all other cases, B randomly chooses
t ← Zq and returns t(aP ) to F . The query tuple and return value are then
saved in L1. For enabling the retrieval of t possibly in some later time of the
simulation, the value is also saved in L1.

For a signcryption query on a message m with a receiver’s public key YR

both chosen by F , B first checks if YR ∈ G1. If it is incorrect or YR = Yu, B
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returns the symbol ‘⊥’ for rejection. Otherwise, B picks a random r ← Zq and
computes U = rP . Then B selects a random t′ ← Zq and returns t′P as the
value of H1(m, U, YR, rYR). The query tuple, oracle return and the value of t′

are then saved in L1. After obtaining t′ such that t′P = H1(m, U, YR, rYR), B
computes V = t′(Yu) which is equal to bH1(m, U, YR, rYR). B then simulates H2

as in the proof of Theorem 1 for obtaining H2(U, YR, rYR), and computes the
result ciphertext σ = (U, Z) where Z = (m‖Yu‖t′(Yu)) ⊕H2(U, YR, rYR).

When F performs a De-signcrypt(σ, sku) query, where σ = (U, Z), the follow-
ing steps are carried out.

1. B looks for a tuple of the form (U, Yu, λ) in L2 such that e(P, λ) = e(U, Yu)
or λ = �.
– If the tuple (U, Yu, λ) is not in L2, B adds a new entry into L2 by storing

(U, Yu,�) as the query tuple and a value randomly drawn from the range
of H2 as the oracle return. The special symbol ‘�’ is used as a marker for
denoting that the real value should be the solution of the CDH problem
instance (U, Yu). This step ensures that the value of H2(U, Yu, λ) is fixed
before σ is de-signcrypted.

– If the tuple (U, Yu, λ) is already in L2, the existing result will be used as
the value of H2(U, Yu, λ).

2. B computes m‖YS‖V = Z ⊕H2(U, Yu, λ) and looks for a tuple of the form
(m, U, Yu, λ) in L1 such that e(P, λ) = e(U, Yu) or λ = �.
– If the tuple (m, U, Yu, λ) is not in L1, B adds a new entry into L1 by

storing (m, U, Yu, λ) as the query tuple and setting t′(aP ) as the oracle
return, where t′ ← Zq. Note that λ can be a value such that e(P, λ) =
e(U, Yu). This is because, the value may have been obtained from L2
above.

– If the tuple (m, U, Yu, λ) is in L1 and e(P, λ) = e(U, Yu), then besides
using the existing result of L1 as the value for H1(m, U, Yu, λ), the value
of λ should also be used to update the corresponding entry in L2.

– If the tuple (m, U, Yu,�) is in L1, then the existing result in L1 will
be used as the value for H1(m, U, Yu,�). Also if the value of λ can be
obtained from L2, then the entry (m, U, Yu,�) in L1 should also be
updated to (m, U, Yu, λ).

3. B checks if e(P, V ) = e(H1(m, U, Yu, λ), YS) holds.
– If the equation holds and e(P, λ) = e(U, Yu), (m, (U, Yu, λ, V ), YS) are

returned as the message-signature pair and the sender’s public key.
– If the equation holds but λ = �, then B halts with failure.
– Otherwise, the symbol ‘⊥’ is returned for rejection.

When F produces a ciphertext σ = (U, Z) and a receiver’s key pair (xR, YR),
B de-signcrypts the ciphertext as the simulation of de-signcrypt query above. If
the forgery is valid, which means e(Yu, H1(m, U, YR, λ)) = e(P, V ) = e(bP, taP ),
B gets V = tabP and solves the CDH problem from computing abP = t−1V .
Then B outputs abP and halts.

Analysis. From the simulation of the de-signcrypt query above, we can see
that there must be an entry in L1 for H1(m, U, YR, λ). We also claim that the
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corresponding oracle return in the entry must be in the form t(aP ) for some
t ∈ Zq, which can be retrieved from L1. Notice that if H1(m, U, YR, λ) is equal
to t′P , which is generated in a signcryption query, the values of Z would also have
been determined in that signcryption query, which contradicts the restriction of
the game defined in Definition 3.

Obviously, The running time of B is also in polynomial of F ’s running time.
As proofed in Theorem 1, the simulated game is also computationally indistin-
guishable from a real game.

From the proof above, if F can win the game, then B can solve the CDH
problem. It implies that the probability of B solving the CDH problem is equals
to F ’s winning advantage ρ(k), which is non-negligible. In addition, B halts and
failure in the same case as mentioned in Theorem 1, with the probability that
p2−poly(k). Hence, Pr[F wins the game ∧ B does not fail] ≥ (1− p2−poly(k))ρ(k).

	

Theorem 3. Let k be a security parameter. Under the random oracle model,
if there exists a PPT algorithm which can break the SC-ANON-CCA security
of the proposed signcryption scheme with advantage at least ρ(k), then there
exists a PPT algorithm which can solve the Gap Diffie-Hellman Problem with
probability at least 4

3 (1 − p2−poly(k))ρ(k) where poly(·) is some polynomial and
p is the maximum number of de-signcryption queries made in the model of SC-
ANON-CCA.

Proof. The proof follows that of Theorem 1. Suppose B is given (aP, cP ) as a
random instance of the CDH problem, B runs D to find the solution acP .
B picks two random elements x, y ∈ Zq and sets the two challenge public keys

as pkR,0 = x(cP ) and pkR,1 = y(cP ). B then simulates all the hash queries,
signcryption queries and de-signcryption queries as in the proof of Theorem 1.

After the completion of the first stage, D chooses two private keys skS,0, skS,1

and a plaintext m ∈ {0, 1}n and requests a challenge ciphertext built under skS,b

and pkR,b′ where b, b′ R← {0, 1}.
B sets the challenge ciphertext to σ′ = (U ′, Z ′) where U ′ = aP and Z ′ is

randomly drawn from {0, 1}n×G2
1. B updates L1 by adding in (m, aP, pkR,0,�)

and (m, aP, pkR,1,�), randomly picking t′, t′′ ∈ Zq and setting them as the re-
sult of H1(m, aP, pkR,0,�) and H1(m, aP, pkR,1,�) respectively. Note that those
entries will only be added in L1 if they are not in L1 yet. Similarly, L2 will also
be updated with (aP, pkR,0,�) and (aP, pkR,1,�), the value of H2(aP, pkR,0,�)
and H2(aP, pkR,1,�) are set to Z ′⊕ (m‖Y ′

s‖t′Y ′
s ) and Z ′⊕ (m||Y ′

s ||t′′Y ′
s ) respec-

tively, where Y ′
s = skS,b.

B answers D’s queries as in the first stage. If D queries H1 or H2 with
(aP, pkR,0, λ) such that e(aP, pkR,0) = e(P, λ), B halts and outputs x−1λ; If
D queries H1 or H2 with (aP, pkR,1, λ) such that e(aP, pkR,1) = e(P, λ), B halts
and outputs y−1λ. B output a random point in G1 and halts, if D halts without
making those queries.

Analysis. Obviously, the running time of B is in polynomial of D’s running time.
The simulated game is computationally indistinguishable from a real game with
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the failure probability p2−poly(k) as proofed in Theorem 1. In the following, we
analyze B’s success rate.

Let E be the event that (aP, pkR,0, a(pkR,0)) or (aP, pkR,1, a(pkR,1)) has been
queried on H1 or H2. Ē denotes event E does not happen. Note that B solves
the CDH problem instance in event E.

We claim that for event Ē, D does not have any advantage in winning the
game over random guessing: Let V(b,b′) = skS,bH1(m, aP, pkR,b′ , apkR,b′). Then
σ′ = (aP, Z ′) is the signcryption of m under skS,b and pkR,b′ if we have

m‖skS,bP‖Vb,b′ = Z ′ ⊕H2(aP, pkR,b′ , apkR,b′)

In event Ē, since H1 and H2 are not queried with (aP, pkR,0, a(pkR,0)) or
(aP, pkR,1, a(pkR,1)), due to the random oracle assumption, D does not have
any advantage in determining the oracle returns of H1 and H2 on these query
tuples. Hence, Pr[D wins the game |Ē] = 1

4 . From the assumption,

Pr[D wins the game] =
1
4

+ ρ(k) ≤ Pr[E] +
1
4
(1− Pr[E])

where ρ is D’s non-negligible advantage in winning the game defined in Defini-
tion 4 and k is the system-wide security parameter. Therefore, Pr[E] ≥ 4

3ρ(k).
We have Pr[E ∧ B does not fail] ≥ 4

3 (1− p2−poly(k))ρ(k). 	


4.3 Performance

We consider the costly operations which include point scalar multiplication on
G1 (G1 Mul), exponentiation on G2 (G2 Exp), MapToPoint hash operation [7]
(MapToPoint) and pairing operation (Pairing).

Table 1. Efficiency of our proposed scheme

G1 Mul G2 Exp MapToPoint Pairing

Signcrypt 2 0 1 0

De-signcrypt 1 0 1 2

Verify 0 0 0 2

5 Conclusion

We proposed an efficient scheme that is proven secure with respect to confiden-
tiality, unforgeability and ciphertext anonymity under the standard assumption
of Gap Diffie-Hellman Problem in the random oracle model. The construction is
efficient and requires even less operations than the original YWD scheme.
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Abstract. We describe two Hierarchical Identity Based Encryption
(HIBE) schemes which are selective-ID chosen ciphertext secure. Our
constructions are based on the Boneh-Boyen and the Boneh-Boyen-Goh
HIBE schemes respectively. We apply the signature-based method to
their HIBE schemes. The proposed l-level HIBE schemes are directly de-
rived from l-level HIBE schemes secure against chosen plaintext attacks
without padding on identities with one-bit. This is more compact than
the known generic transformation suggested by Canetti et al..
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1 Introduction

Hierarchical Identity Based Encryption (HIBE) [17,16,4,5] is a generalization of
Identity Based Encryption (IBE) [18,7,19,15] which allows a sender to encrypt a
message for a receiver using the receiver’s identity as a public key. In an l-level
HIBE scheme, an identity is represented as ID-vectors of length at most l, and a
private key for identity at depth k(< l) can be used to derive private keys of its
descendant identities. HIBE schemes could be applied to design forward-secure
encryption schemes [12,20], and to convert a broadcast encryption scheme in
the symmetric key setting into a public key broadcast encryption scheme [14].
Recently, Boyen et al. [11] suggested an anonymous HIBE scheme which mainly
gives several application in the public key encryption with keyword search [1].

To prove the security for HIBE schemes without random oracles, Canetti et
al. [12] defined a weaker security model called selective-ID security model, and
proposed a HIBE scheme. Their scheme is selective-ID secure without random
oracles, but that is not efficient. Later, Boneh and Boyen [4] provided an efficient
HIBE (denoted by BB1) scheme, and thereafter Boneh, Boyen, and Goh [5]
presented an improved HIBE (denoted by BBG) scheme where the number of
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ciphertext elements and pairing operations are independent of the hierarchy
depth. These two HIBE schemes suggested by Boneh et al. were provably secure
in the selective-ID model without random oracles. More recently, the techniques
of constructing the BB1 and BBG schemes were combined with a public key
broadcast encryption scheme [8] in order to achieve the forward security [2].

Chosen ciphertext security of the BB1 and BBG schemes are obtained from
the generic transformation, proposed by Canetti, Halevi, and Katz [13]. The
CHK transformation enables construction of an l-level HIBE scheme selective-ID
secure against chosen ciphertext attacks based on any (l+1)-level HIBE scheme
selective-ID secure against chosen plaintext attacks. The CHK transformation,
improved upon by [9,10], is generic and extended to the case of adaptive-ID
security model (i.e., the full security model) [6].

The CHK transformation requires one-time signature scheme to check the con-
sistency of ciphertext. The important point is that a verification key associated
with the one-time signature needs to be embedded into ciphertext in encryp-
tion procedure. For this, the authors [13] add one level to an identity hierarchy
and set the verification key as an identity. Thus, the CHK transformation con-
sidered an (l + 1)-level HIBE scheme as a subroutine in constructing an l-level
HIBE scheme secure against chosen ciphertext attacks. We notice that the CHK
transformation needs extra one-bit padding on identities, due to their security
proof.

In this paper we construct two HIBE schemes which are provably secure
against chosen ciphertext attacks in the selective-ID model. Two schemes are
based on the the BB1 and BBG schemes respectively. We apply the idea of the
CHK transformation to their schemes, using one-time signature. At first sight,
our constructions appear to apply the CHK transformation to the BB1 and BBG
schemes, but we obtain chosen ciphertext security of l-level HIBE schemes from
l-level HIBE schemes secure against chosen plaintext attacks directly, without
padding on identities with one-bit. Though our approach is not generic, that
could be also applied to the concrete schemes [2] with structures of the BB1 and
BBG schemes.

The important algebraic property for security proofs is the one introduced by
Boneh et al. [4]. Briefly speaking, for random elements g1 and g2 in G (where G

is generated by a generator g), and random elements r1, r2, and r3 in Zp (where
r1 must be non-zero), we have that

g
−r2/r1
2 (gr1

1 gr2)r3 = gu
2 (gr1

1 gr2)r3−v/r1

where u = logg g1 and v = logg g2. For example, if we let g1 = ga and g2 = gb,
the value gu

2 becomes gab, and if we let g1 = gα and g2 = gαl

, the value gu
2

becomes gαl+1
. The former plays a central role of proving the security of our

first construction based on the BB1 scheme, and the latter does in proving the
security of our second construction based on the BBG scheme.
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2 Preliminaries

We briefly review the definition of security for HIBE. We also summarize the
bilinear maps and the related security assumptions.

2.1 Selective-ID Security Model for HIBE

In a Hierarchical Identity Based Encryption (HIBE) scheme [16,4,5], identi-
ties are considered as vectors. That is, an identity of depth l is a tuple ID =
(I1, . . . , Il). A HIBE scheme consists of the four algorithms [4,5]: Setup, KeyGen,
Encrypt, Decrypt. The Setup algorithm generates system parameters params
and a master key master-key. The KeyGen algorithm takes as input an identity
ID = (I1, . . . , Il) at depth l and the private key dID|l−1 of the parent identity
ID|l−1 = (I1, . . . , Il−1) at depth l− 1. It outputs the private key dID for identity
ID. To encrypt messages, the Encrypt algorithm requires a receiver’s identity
(as a public key) and the system parameters. The Decrypt algorithm decrypts
ciphertexts with a private key associated with the receiver’s identity.

To prove the chosen ciphertext security for HIBE schemes without random or-
acles, we are interested in the selective-ID security model suggested by Canetti et
al. [12,13]. This model is weaker than the full security model (for HIBE schemes,
see [5]) in that, in the selective-ID model the adversary commits ahead of time to
the identity that it wishes to be challenged on. Since Canetti et al. first proposed
the selective-ID model, many cryptographic protocols [4,5,8,11] were proved se-
cure in this weaker security model without random oracles. Selective-ID security
model for HIBE schemes is defined via the following game between an adversary
A and a challenger:

Init: A outputs an identity ID∗ where it wishes to be challenged.
Setup: The challenger runs Setup algorithm. It gives A the resulting system

parameters params. It keeps the master-key to itself.
Phase 1: A issues queries q1, ..., qm adaptively where query qi is one of:

– Private key query on IDi where IDi �= ID∗ and IDi is not a prefix of ID∗.
The challenger responds by running KeyGen algorithm to generate the
private key di corresponding to the public key IDi. It sends di to A.

– Decryption query CTi on ID∗ or any prefix of ID∗. The challenger
responds by running KeyGen algorithm to generate the private key d
corresponding to ID∗. It then runs Decrypt algorithm to decrypt the ci-
phertext CTi using the private key d and sends the resulting plaintext
to A.

Challenge: Once A decides that Phase 1 is over, it outputs two equal length
plaintexts M0, M1 ∈M on which it wishes to be challenged. The challenger
picks a random bit b ∈ {0, 1} and computes CT = Encrypt(Mb, params, ID∗)
as the challenge ciphertext. It sends CT as the challenge to A.

Phase 2: A issues more queries qm+1, ..., qn adaptively where qi is one of:
– Private key query on IDi where IDi �= ID∗ and IDi is not a prefix of ID∗.

The challenger responds as in Phase 1.
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– Decryption query CTi �= CT on ID∗ or any prefix of ID∗. The challenger
responds as in Phase 1.

Guess: Finally, A outputs a guess b′ ∈ {0, 1}. A wins if b′ = b.

We refer to such an adversaryA as an IND-sID-CCA adversary. The advantage
of A in breaking the HIBE scheme E is defined as

AdvE,A =
∣∣∣Pr[b = b′]− 1

2

∣∣∣.

Definition 1. We say that a HIBE scheme E is (t, qID, qC , ε)-selective-ID,
adaptive chosen ciphertext secure if for any t-time IND-sID-CCA adversary A
that makes at most qID chosen private key queries, at most qC chosen decryp-
tion queries we have that AdvE,A < ε.

2.2 Complexity Assumptions

We briefly summarize the bilinear maps, and review the Bilinear Diffie-Hellman
(BDH) and the Bilinear Diffie-Hellman Exponent (BDHE) assumptions.

Bilinear Groups: We follow the notation in [7,4].

1. G and G1 are two (multiplicative) cyclic groups of prime order p.
2. g be a generator of G.
3. e is a bilinear map e : G×G→ G1.

A bilinear map e : G×G→ G1 has the following properties:

1. Bilinear: for all u, v ∈ G and a, b ∈ Z, we have e(ua, vb) = e(u, v)ab.
2. Non-degenerate: e(g, g) �= 1.

We say that G is a bilinear group if the group action in G can be computed
efficiently and there exists a group G1 and an efficiently computable bilinear
map e : G × G → G1 as above. Note that e(, ) is symmetric since e(ga, gb) =
e(g, g)ab = e(gb, ga).

Bilinear Diffie-Hellman Assumption: The BDH problem in G is defined as
follows: given a tuple (g, ga, gb, gc) ∈ G4 as input, compute e(g, g)abc ∈ G1. An
algorithm A has advantage ε in solving BDH in G if

Pr
[
A(g, ga, gb, gc) = e(g, g)abc

]
≥ ε

where the probability is over the random choice of a,b,c in Zp and the random
bits of A. We can also say that an algorithm B that outputs b ∈ {0, 1} has
advantage ε in solving the decision BDH problem in G if

∣∣∣Pr
[
B(g, ga, gb, gc, e(g, g)abc) = 0

]
− Pr

[
B(g, ga, gb, gc, T ) = 0

]∣∣∣ ≥ ε

where the probability is over the random choice of a,b,c in Zp, the random choice
of T ∈ G1, and the random bits of B.
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Definition 2. We say that the (decision) (t, ε)-BDH assumption holds in G

if no t-time algorithm has advantage at least ε in solving the (decision) BDH
problem in G.

Bilinear Diffie-Hellman Exponent Assumption: The l-BDHE problem in
G is defined as follows: given a (2l + 1)-tuple (g, h, gx, . . . , gxl

, gxl+2
, . . . , gx2l

)
∈ G2l+1 as input, compute e(g, h)xl+1 ∈ G1. An algorithm A has advantage ε in
solving q-BDHE in G if

Pr
[
A(g, h, gx, . . . , gxl

, gxl+2
, . . . , gx2l

) = e(g, h)xl+1
]
≥ ε

where the probability is over the random choice of x in Zp, the random choice
of h ∈ G, and the random bits of A. Let −→g x,l = (gx, . . . , gxl

, gxl+2
, . . . , gx2l

).
Similarly, we say that an algorithm B that outputs b ∈ {0, 1} has advantage ε in
solving the decision q-BDHE problem in G if

∣∣∣Pr
[
B(g, h,−→g x,l, e(g, h)xl+1

) = 0
]
− Pr

[
B(g, h,−→g x,l, T ) = 0

]∣∣∣ ≥ ε

where the probability is over the random choice of x in Zp, the random choice
of h ∈ G, the random choice of T ∈ G1, and the random bits of B.

Definition 3. We say that the (decision) (t, l, ε)-BDHE assumption holds in G

if no t-time algorithm has advantage at least ε in solving the (decision) l-BDHE
problem in G.

3 Chosen Ciphertext Secure HIBE from the BB1 Scheme

In this section we present an l-level HIBE scheme that is derived from the l-level
BB1 scheme, using the idea of the CHK transformation. The constructed l-level
HIBE scheme is secure against chosen ciphertext attacks in the selective-ID
model without random oracles. For the CHK transformation, we need a one-
time signature scheme Sig = (SigKeyGen,Sign,Verify) which is strongly exis-
tentially unforgeable (see the details in [3]). We also need a collision resistant
hash function that maps verification keys to Zp. For simplicity, we assume that
the verification keys are elements of Zp.

3.1 Construction

Setup(k): To generate HIBE system parameters for maximum depth of l, select
random α ∈ Z∗

p and set g1 = gα. Next, pick random elements h, h1, . . . , hl ∈
G and a generator g2 ∈ G. The public parameters params (with the descrip-
tion of (G, G1, p)) and the secret master-key are given by

params = (g, g1, g2, h, h1, . . . , hl), master-key = gα
2 .

For j = 1, . . . , l, define Fj : Zp → G to be the function: Fj(x) = gx
1hj .
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KeyGen(dID|j−1, ID): To create a private key dID for a user ID = (I1, . . . , Ij) ∈
Zj

p of depth j ≤ l, pick random r1, . . . , rj ∈ Zp and output

dID =
(

gα
2

j∏

k=1

Fk(Ik)rk , gr1 , . . . , grj

)
.

The private key for ID can be also generated from a private key for dID|j−1.
Let dID|j−1 = (d0, . . . , dj−1) be the private key for IDj−1 = (I1, . . . , Ij−1).
After selecting random r1, . . . , rj ∈ Zp, output dID as

(
d0 ·

j∏

k=1

Fk(Ik)rk , d1 · gr1 , . . . , dj−1 · grj−1 , grj

)
.

Encrypt(M, params, ID): To encrypt a message M ∈ G1 under a public key
ID = (I1, . . . , Ij) ∈ Zj

p,

1. Run the SigKeyGen to obtain a signing key SigK and a verification key
VerK.

2. Pick a random s ∈ Z∗
p and compute

C =
(

gs, e(g1, g2)s ·M, F1(I1)s, . . . , Fj(Ij)s, (gVerK
1 h)s

)
.

3. Output the ciphertext CT = (C, SignSigK(C), VerK).

Decrypt(CT, params, dID): To decrypt a ciphertext CT = (C, σ, VerK) using
the private key dID = (d0, . . . , dj),

1. Verify that the signature σ on C is valid under the verification key VerK.
If invalid, output ⊥.

2. Otherwise, let C = (A, B, C1, . . . , Cj+1). Pick a random rj+1 ∈ Z∗
p and

output ∏j
k=1 e(Ck, dk) · e(Cj+1, g

rj+1)
e(A, d0 · (gVerK

1 h)rj+1)
·B.

The correctness of decryption algorithm is checked as below:
∏j

k=1 e(Ck, dk) · e(Cj+1, g
rj+1)

e(A, d0 · (gVerK
1 h)rj+1)

=
∏j

k=1 e(Fk(Ik)s, grk) · e((gVerK
1 h)s, grj+1)

e(gs, gα
2

∏j
k=1 Fk(Ik)rk · (gVerK

1 h)rj+1)

=
∏j

k=1 e(Fk(Ik)rk , gs) · e((gVerK
1 h)rj+1 , gs)

e(gs, gα
2 ) · e(gs,

∏j
k=1(Fk(Ik))rk · (gVerK

1 h)rj+1)
=

1
e(g1, g2)s

.

At a first glance, the above scheme has a similar structure as the (l + 1)-level
HIBE scheme in that the additional element h ∈ G adds to the public param-
eters and the size of ciphertext increases by one more element. However, the
private key for ID is still generated at level (l−1) and is the same as that of cho-
sen plaintext secure l-level HIBE scheme. We note that unlike the BB1 scheme
[4], randomization in the KeyGen (in deriving the private keys from its parent
identity) and the Decrypt algorithms is necessary for the proof of security.
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3.2 Security

Theorem 1. Suppose that the decision (t, ε1)-BDH assumption holds in G and
the signature scheme is (t, 1, ε2)-strongly existentially unforgeable. Then the pre-
vious l-HIBE scheme is (t′, qID, qC , ε)-selective-ID, adaptive chosen ciphertext
secure for arbitrary qID, qC , and t′ < t− o(t), where ε1 + qID/p + ε2 ≥ ε.

Proof. Suppose there exists an adversary A which has advantage ε in attacking
the l-level HIBE scheme. We want to build an algorithm B that uses A to solve
the decision BDH problem in G. On input (g, ga, gb, gc, T ) for some unknown
a, b, c ∈ Z∗

p, B outputs 1 if T = e(g, g)abc and 0 otherwise. B works by interacting
with A in a selective-ID game as follows:

Init: A outputs an identity ID∗ = (I∗1, . . . , I
∗
k) ∈ Z

k
p of depth k ≤ l that it

intends to attack.

Setup: Let g1 = ga, g2 = gb, and g3 = gc. If the length of ID∗ is less than
l, B selects random elements (I∗k+1, . . . , I

∗
l ) in Zp. To generate the system

parameters, B first selects random α1, . . . , αl ∈ Zp and defines hj = g
−I∗

j

1 gαj

for j = 1, . . . , l. Next, B runs SigKeyGen algorithm to gain a signing key
SigK∗ and a verification key VerK∗, and B also selects a random β ∈ Zp

and computes h = g−VerK∗

1 gβ. B gives A the system parameters params =
(g, g1, g2, h, h1, . . . , hl). The master key corresponding to these params is
ga
2 = gab, which is unknown to B. For j = 1, . . . , l, the function Fj : Zp → G

is defined as
Fj(x) = gx

1hj = g
x−I∗

j

1 gαj .

Phase 1: A issues up to qID private key queries and qC decryption queries.
Consider a query for the private key corresponding to ID = (I1, . . . , Iu) ∈ Zu

p

where u ≤ l. We further distinguish two cases according to whether ID∗ is
not a prefix of ID or not.

First, consider the case ID∗ is not a prefix of ID. Then there exists
at least one j ∈ {1, . . . , u} such that Ij �= I∗j . To respond to the query,
B responds to the query by first computing a private key for the identity
(I1, . . . , Ij) from which it derives a private key for the requested identity ID =
(I1, . . . , Ij , . . . , Iu). B picks random elements r1, . . . , rj ∈ Zp and computes

d0 = g

−αj
Ij−I∗

j

2

j∏

v=1

Fv(Iv)rv , d1 = gr1 , . . . , dj−1 = grj−1 , dj = g

−1
Ij−I∗

j

2 grj .

By the same argument as in [4], we see that (d0, d1, . . . , dj) is a valid private
key for (I1, . . . , Ij). For the unknown r̃j = rj − b/(Ij − I∗j ), B has

g

−αj
Ij−I∗

j

2 Fj(Ij)rj = g

−αj
Ij−I∗

j

2 (g
Ij−I∗

j

1 gαj )rj = ga
2Fj(Ij)r̃j , dj = gr̃j .

Then, B can construct a private key for the requested ID from the above
private key (d0, d1, . . . , dj) and gives A the obtained private key dID.
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Second, consider the case ID∗ is a prefix of ID. Then it satisfies that k+1 ≤ u.
Let ID = (I∗1, . . . , I

∗
k, Ik+1, . . . , Iu). If Ij = I∗j for j = k + 1, . . . , u, then B out-

puts a random bit b ∈ {0, 1} and aborts the simulation. Otherwise, there exists
at least one j ∈ {k + 1, . . . , u} such that Ij �= I∗j . B responds to the query by
first computing a private key for ID = (I∗1, . . . , I

∗
k, Ik+1, . . . , Ij) from which it

constructs a private key for the requested ID = (I∗1,. . ., I
∗
k, Ik+1, . . . , Ij , . . . , Iu).

B picks random elements r1, . . . , rj ∈ Zp. Let r̃j = rj − b/(Ij − I∗j ). Then B
generates the private key for ID = (I∗1, . . . , I∗k, Ik+1, . . . , Ij) as

d0 = g

−αj
Ij−I∗

j

2

k∏

v=1

Fv(Iv)rv , d1 = gr1 , . . . , dk = grk ,

dk+1 = grk+1 , . . . , dj = g

−1
Ij−I∗

j

2 grj .

By the similar argument above, this private key has a proper distribution
and is computable.

Next, B responds to decryption queries for ID∗ = (I∗1, . . . , I
∗
k) or any prefix of

ID∗. Let ID′ = (I∗1, . . . , I
∗
j ) where j ≤ k and let (C, σ, VerK) be a decryption

query for ID′ where C = (A, B, C1, . . . , Cj+1). B does as follows:

1. Run V erify to check the validity of the signature σ on C, using the
verification key VerK. If the signature is invalid, B responds with ⊥.

2. If VerK = VerK∗, B outputs a random bit b ∈ {0, 1} and aborts the
simulation.

3. Otherwise, B selects random {ri} for i = 1, . . . , j + 1, and computes

d̃0 = g
−β

VerK−VerK∗
2 (gVerK−VerK∗

1 gβ)rj+1 ·
j∏

v=1

Fv(I∗v)rv ,

d̃1 = gr1 , . . . , d̃j = grj , d̃j+1 = g
−1

VerK−VerK∗
2 grj+1 .

As the above, for some (unknown) r̃j+1 = rj+1 − b/(VerK− VerK∗), we
see that

g
−β

VerK−VerK∗
2 (gVerK−VerK∗

1 gβ)rj+1 = ga
2 (gVerK−VerK∗

1 gβ)r̃j+1 = ga
2 (gVerK

1 h)r̃j+1 ,

and d̃j+1 = gr̃j+1 . Then, B computes the plaintext as

∏j
v=1 e(Cv, d̃v) · e(Cj+1, d̃j+1)

e(A, d̃0)
· B.

This computation is identical to the Decrypt algorithm in a real attack,
since {ri} for i = 1, . . . , j +1 are uniform in Zp and d̃0 = ga

2 ·
∏j

v=1 Fv(I∗v)rv ·
(gVerK

1 h)r̃j+1 .



102 J.H. Park and D.H. Lee

Challenge: A outputs two messages M0, M1 ∈ G1. To encrypt one of the two
messages under the public key ID∗, B selects a random bit b ∈ {0, 1} and
computes C = (g3, Mb · T, gα1

3 , . . . , g
αj

3 , gβ
3 ). Next, B gives the challenge

ciphertext CT = (C, SignSigK∗(C), VerK∗) to A. Since Fi(I∗i ) = gαi for i =
1, . . . , j and gVerK∗

1 h = gβ, we have that

C = (gc, Mb · T, F1(I∗1)
c, . . . , Fl(I∗l )

c, (gVerK∗

1 h)c).

If T = e(g, g)abc = e(g1, g2)c, then C is a valid encryption of Mb under
the public key ID∗. Otherwise, Mb · T is just a random element of G1 and
independent of the bit b in the adversary’s view.

Phase 2: A issues more private key and decryption queries. B responds as in
Phase 1.

Guess : A outputs a guess b′ ∈ {0, 1}. If b = b′ then B outputs 1, indicating
T = e(g, g)abc. Otherwise, it outputs 0, indicating T �= e(g, g)abc.

We consider two cases. When T is random in G1 then Pr[B(g, ga, gb, gc, T ) =
0] = 1/2. Let Iden denote the event that A issues a private key query for ID =
(I∗1, . . . , I

∗
k, Ik+1, . . . , Iu) such that Ij = I∗j for i = k + 1, . . . , u. Also, let Forge

denote the event that A submits a valid ciphertext CT = (C, σ, VerK∗) as a
decryption query. In the cases of Iden and Forge, B cannot reply to the private
key and decryption queries, and aborts the simulation. When T = e(g, g)abc, B
replied with valid private key and plaintext unless events Iden and Forge occur.
Then, B has
∣∣∣Pr[B(g, ga, gb, gc, T )=0]−1

2

∣∣∣ ≥
∣∣∣Pr[b=b′∧Iden∧Forge]−1

2

∣∣∣−Pr[Iden]−Pr[Forge].

Since B provided A with perfect simulation when events Iden and Forge did not
occur, |Pr[b = b′ ∧ Iden ∧ Forge] − 1/2| ≥ ε. From the simple calculation, we
know that Pr[Iden] is at most qID/p. Also, note that Pr[Forge] is negligible. This
means that Pr[Forge] < ε2 since otherwise, B can construct a forger, which is
contradiction to the one-time signature. Therefore,
∣∣∣Pr

[
B(g, ga, gb, gc, e(g, g)abc) = 0

]
− Pr

[
B(g, ga, gb, gc, T ) = 0

]∣∣∣ ≥ ε− qID

p
− ε2

This completes the proof of Theorem 1. �

4 Chosen Ciphertext Secure HIBE from the BBG Scheme

We present an l-level HIBE scheme secure against chosen ciphertext attacks
based on the l-level BBG scheme secure against chosen plaintext attacks. As in
the previous section, we need a one-time signature scheme Sig = (SigKeyGen,
Sign, Verify), and we assume that verifications keys are elements of Zp.
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4.1 Construction

Setup(k): To generate public parameters for maximum depth of l, select ran-
dom α ∈ Z∗

p and set g1 =gα. Next, pick random elements g2, g3, v, h1,. . ., hl ∈
G. The public parameters params (with the description of (G, G1, p)) and
the secret master-key are given by

params = (g, g1, g2, g3, v, h1, . . . , hl), master-key = g4 = gα
2

KeyGen(dID|j−1, ID): To create a private key dID for a user ID = (I1, . . . , Ij) ∈
Zj

p of depth j ≤ l, pick random r ∈ Zp and output

dID =
(
gα
2 · (hI1

1 · · ·h
Ij

j · g3)r, gr, vr, hr
j+1, . . . , hr

l

)
.

The private key for ID can be also generated from a private key for dID|j−1.
Let

dID|j−1 =
(
gα
2 · (hI1

1 · · ·h
Ij−1
j−1 · g3)r′

, gr′
, vr′

, hr′

j , . . . , hr′

l

)

= (a0, a1, a2, bj , . . . , bl )

be the private key for ID|j−1 = (I1, . . . , Ij−1) ∈ Zj−1
p . To generate dID, pick

a random r∗ ∈ Zp and output

dID =
(
a0 · bIj

j · (h
I1
1 · · ·h

Ij

j · g3)r∗
, a1 · gr∗

, a2 · vr∗
, bj+1 · hr∗

j+1, . . . , bl · hr∗

l

)
.

Since r = r′+r∗, we see that this private key is a properly distributed private
key for ID = (I1, . . . , Ij).

Encrypt(M, params, ID): To encrypt a message M ∈ G1 under a public key
ID = (I1, . . . , Ij) ∈ Z

j
p,

1. Run the SigKeyGen to obtain a signing key SigK and a verification key
VerK.

2. Pick a random s ∈ Z∗
p and compute

C =
(
gs, e(g1, g2)s ·M, (hI1

1 · · ·h
Ij

j · vVerK · g3)s
)
.

3. Output the ciphertext CT = (C, SignSigK(C), VerK).

Decrypt(CT, params, dID): Consider an identity ID = (I1, . . . , Ij). To de-
crypt a ciphertext CT = (C, σ, VerK) using the private key
dID = (a0, a1, a2, bj+1, . . . , bl),
1. Check that the signature σ on C is valid under the key VerK. If invalid,

output ⊥.
2. Otherwise, let C = (C1, C2, C3). Select a random w ∈ Zp and compute

ã0 = a0 · aVerK
2 · (hI1

1 · · ·h
Ij

j · vVerK · g3)w, ã1 = a1 · gw.

3. Output
(
e(C1, ã1)/e(C3, ã0)

)
· C2.
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Note that the pair (ã0, ã1) is chosen from the following distribution
(

gα
2 · (hI1

1 · · ·h
Ij

j · vVerK · g3)r̃, gr̃
)

where r̃ is uniform in Zp. This distribution is independent of ID = (I1, . . . , Ij).
Next, the correctness of decryption algorithm is checked as below:

e(C1, ã1)
e(C3, ã0)

=
e((hI1

1 · · ·h
Ij

j · vVerK · g3)s, gr̃)

e(gs, gα
2 · (hI1

1 · · ·h
Ij

j · vVerK · g3)r̃)
=

1
e(gs, gα

2 )
=

1
e(g1, g2)s

.

4.2 Security

As opposed to the l-BDHE assumption for the IND-sID-CPA secure BBG scheme
in [5], security of the IND-sID-CCA secure HIBE scheme above is based on the
(l + 1)-BDHE assumption.

Theorem 2. Suppose that the decision (t, l+1, ε1)-BDHE assumption holds in G

and the signature scheme is (t, 1, ε2)-strongly existentially unforgeable. Then the
previous l-HIBE scheme is (t′, qID, qC , ε)-selective-ID, adaptive chosen ciphertext
secure for arbitrary qID, qC , and t′ < t − Θ(τlqID), where ε1 + ε2 ≥ ε and τ is
the maximum time for an exponentiation in G.

Proof. Suppose there exists an adversary A which has advantage ε in attacking
the l-level HIBE scheme. We want to build an algorithm B that uses A to solve
the decision (l + 1)-BDHE problem in G. For a generator g ∈ G and α ∈ Zp,
let yi = gαi ∈ G. On input (g, h, y1, . . . , yl+1, yl+3, . . . , y2l+2, T ), B outputs 1 if
T = e(g, h)αl+2

and 0 otherwise. B works by interacting with A in a selective-ID
game as follows:

Init: A outputs an identity ID∗ = (I∗1, . . . , I
∗
k) ∈ Zk

p of depth k ≤ l that it
intends to attack.

Setup: To generate the system parameters, B first selects random ρ, η ∈ Zp and
sets g1 = y1 = gα, g2 = yl+1 · gρ, and v = yη

l+1. Next, B runs SigKeyGen
algorithm to gain a signing key SigK∗ and a verification key VerK∗. Next,
B picks random γ, γ1, . . . , γl in Zp, and sets hi = gγiyi for i = 1, . . . , l and
g3 = gγ · v−VerK∗ · (hI∗

1
1 . . . , h

I∗
k

k )−1.
Then, it givesA the system parameters params = (g, g1, g2, g3, v, h1, . . . , hl).
The master key corresponding to these params is gα

2 = yl+2 · yρ
1 , which is

unknown to B.
Phase 1: A issues up to qID private key queries and qC decryption queries. First,

consider a query for the private key corresponding to ID = (I1, . . . , Iu) ∈ Zu
p

where u ≤ l. The only restriction is that ID is not a prefix of ID∗. We further
distinguish two cases according to whether ID∗ is a prefix of ID or not. First,
consider the case ID∗ is not a prefix of ID. Then there exists j ∈ {1, . . . , k}
such that Ij �= I∗j . To respond to the query, B first derives a private key
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for the identity (I1, . . . , Ij) from which it constructs a private key for the
requested identity ID = (I1, . . . , Ij , . . . , Iu).
B picks a random s ∈ Zp. Let s̃ = s+α(l+2−j)/(I∗j−Ij). Next, B generates

the private key for ID = (I1, . . . , Iu) as

(
gα
2 · (hI1

1 · · ·h
Ij

j · g3)s̃, gs̃, vs̃, hs̃
j+1, . . . , hs̃

l

)

which is a properly distributed private key for the identity ID = (I1, . . . , Ij).
We show that B can compute all elements of this private key given the values
that it knows. To generate the first component of the private key, observe
that

(hI1
1 · · ·h

Ij

j · g3)s̃ = (hI1
1 · · ·h

Ij

j · gγ · v−VerK∗ · h−I∗
1

1 · · ·h−I∗
j

j · · ·h−I∗
k

k )s̃

= (gγ · v−VerK∗ · hIj−I∗
j

j · h−I∗
j+1

j+1 · · ·h−I∗
k

k )s̃

= h
s̃·(Ij−I∗

j )

j · (gγ · v−VerK∗ · h−I∗
j+1

j+1 · · ·h−I∗
k

k )s̃.

Note that the value h
s̃·(Ij−I∗

j )

j in the above becomes y−1
l+2·y

s(Ij−I∗
j )

j ·gs̃·γj·(Ij−I∗
j ).

Since gα
2 = yl+2 · yρ

1 , the first component can be computed as

yρ
1 · y

s(Ij−I∗
j )

j · gs̃·γj ·(Ij−I∗
j ) · (gγ · v−VerK∗ · h−I∗

j+1
j+1 · · ·h−I∗

k

k )s̃

where the unknown term yl+2 is canceled out. The other terms gs̃, vs̃, and hs̃
i

for i = j+1, . . . , k are computable since gs̃ = gs·y1/(Ij−I∗
j )

l+2−j , vs̃ = vs·yη/(Ij−I∗
j )

2l+3−j ,

and hs̃
i = gγi·s·yγi/(I∗

j−Ij)

l+2−j ·ys
i ·y

1/(I∗
j−Ij)

l+2−j+i for i = j+1, . . . , k. These values do not
require knowledge of yl+2. Similarly, the remaining elements gs̃, hs̃

j+1, . . . , h
s̃
l

can be computed since they do not involve the yl+2 term.
Second, consider the case when ID∗ is a prefix of ID. Then it holds that

k+1 ≤ u. Let ID = (I∗1, . . . , I∗k, Ik+1, . . . , Iu). In this step, we can assume that
there exists at least one j ∈ {k+1, . . . , u} such that Ij �= 0 in Zp. Otherwise,
for all j ∈ {k + 1, . . . , u}, ID = (I∗1, . . . , I

∗
k, 0, . . . , 0). Then this private key

for ID can be easily used to decrypt the challenge ciphertext. Let j be the
smallest index such that Ij �= 0. B responds to the query by first computing
a private key for ID = (I∗1, . . . , I

∗
k, Ik+1, . . . , Ij) from which it constructs a

private key for the requested ID = (I∗1, . . . , I
∗
k, Ik+1, . . . , Ij, . . . , Iu). B selects

a random s ∈ Zp. Let s̃ = s−α(l+2−j)/Ij . Then B generates the private key
for ID = (I∗1, . . . , I∗k, . . . , Ij) as

(
gα
2 · (h

I∗
1

1 · · ·h
I∗
k

k · · ·h
Ij

j · g3)s̃, gs̃, vs̃, hs̃
j+1, . . . , hs̃

l

)
.

By the similar argument above, this private key has a proper distribution
and is computable.
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Next, B responds to decryption queries for ID∗ = (I∗1, . . . , I
∗
k) or any prefix of

ID∗. Let ID′ = (I∗1, . . . , I
∗
j ) where j ≤ k and let (C, σ, VerK) be a decryption

query for ID′ where C = (C1, C2, C3). B does as follows:

1. Run V erify to check the validity of the signature σ on C, using the
verification key VerK. If the signature is invalid, B responds with ⊥.

2. If VerK = VerK∗, B outputs a random bit b ∈ {0, 1} and aborts the
simulation.

3. Otherwise, B checks that the equality e(hI∗
1

1 . . . h
I∗
j

j · vVerK · g3, C1)
?=

e(C2, g). If it does not hold, B knows that (C1, C2) is not of the right form.
Then, B outputs a random message M ∈ G1. Otherwise, for some (un-

known) s ∈ Zp such that C1 = gs, B has that C2 = (hI∗
1

1 . . . h
I∗
j

j ·vVerK ·g3)s.
Plugging in the value of g3, C2 becomes

C2 =
(
h

I∗
1

1 . . . h
I∗
j

j · vVerK · gγ · v−VerK∗
· h−I∗

1
1 . . . h

−I∗
k

k

)s

=
(
vVerK−VerK∗

· gγ · h−I∗
j+1

j+1 . . . h
−I∗

k

k

)s

=
(
y

η(VerK−VerK∗)
l+1 · gγ

)s

·
(
h
−I∗

j+1
j+1 . . . h

−I∗
k

k

)s

.

B computes ã0 = y
−γ/η(VerK−VerK∗)
1 ·C2 · (h

−I∗
j+1

j+2 . . . h
−I∗

k

k+1)
−1/η(VerK−VerK∗)

and ã1 = C1 · y−1/η(VerK−VerK∗)
1 . Let r̃ = s− α/η(VerK− VerK∗). Then,

ã0 = y
−γ/η(VerK−VerK∗)
1 ·

(
y

η(VerK−VerK∗)
l+1 · gγ

)s

·
(
h
−I∗

j+1
j+1 . . . h

−I∗
k

k

)r̃

= yl+2 ·
(
y

η(VerK−VerK∗)
l+1 · gγ

)r̃

·
(
h
−I∗

j+1
j+1 . . . h

−I∗
k

k

)r̃

= yl+2 ·
(
vVerK · gγ · v−VerK∗

· h−I∗
j+1

j+1 . . . h
−I∗

k

k

)r̃

,

ã1 = gs · y−1/η(VerK−VerK∗)
1 = gr̃.

Recall that the master-key is yl+2 ·yρ
1 . For the re-randomization, B selects

a random r′ ∈ Zp and computes ã′
0 = ã0 · yρ

1 · (vVerK · gγ · v−VerK∗ ·
h
−I∗

j+1
j+1 . . . h

−I∗
k

k )r′
and ã′

1 = ã1 · gr′
. For some (unknown) r̃′ = r̃ + r′,

ã′
0 = yl+2 · yρ

1 ·
(
vVerK · gγ · v−VerK∗ · h−I∗

j+1
j+1 . . . h

−I∗
k

k

)r̃

= gα
2 ·

(
h

I∗
1

1 · · ·h
I∗
j

j · vVerK · g3

)r̃′

,

ã′
1 = gr̃ · gr′

= gr̃′
.

B responds with
(
e(C1, ã

′
1)/e(C3, ã

′
0)
)
· C2. This response is identical to

Decrypt algorithm in a real attack, because r′ (and r̃′) is uniform in Zp.
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Challenge: A outputs two messages M0, M1 ∈ G1. To encrypt one of the two
messages under the public key ID∗, B selects a random bit b ∈ {0, 1} and a
random t ∈ Zp. B computes C = (ht, T t ·e(y1, h)t·ρ ·Mb, ht·γ), where T and
h are from the input tuple given to B. Next, B gives the challenge ciphertext
CT = (C, SignSigK∗(C), VerK∗) to A. If h = gc for some (unknown) c ∈ Zp,
ht·γ = (hI∗

1
1 · · ·h

I∗
k

k · vVerK · g3)t·c. Define μ = t · c ∈ Zp. On the one hand, if
T = e(g, h)αl+2

, we have that

C =
(
gμ, e(g1, g2)μ ·Mb, (hI∗

1
1 · · ·h

I∗
k

k · v
VerK∗

· g3)μ
)

which is a valid encryption of Mb under the public key ID∗ = (I∗1, . . . , I∗k).
On the other hand, when T is uniform and independent in G1, then C (and
CT) is independent of b in the adversary’s view.

Phase 2: A issues more private key and decryption queries. B responds as in
Phase 1.

Guess : A outputs a guess b′ ∈ {0, 1}. If b = b′ then B outputs 1, indicating
T = e(g, h)αl+2

. Otherwise, it outputs 0, indicating T �= e(g, h)αl+2
.

When T is random in G1 then Pr[B(g, h,−→y g,α,l+1, T ) = 0] = 1/2. Let Forge
denote the event that A submits a valid ciphertext CT = (C, σ, VerK∗) as a
decryption query. In the case of Forge, B cannot reply to the decryption query
and aborts the simulation. When T = e(g, h)αl+2

, B replied with a valid plaintext
unless event Forge occurs. Then, B has

∣∣∣Pr[B(g, h,−→y g,α,l+1, T ) = 0]− 1
2

∣∣∣ ≥
∣∣∣Pr[b = b′ ∧ Forge]− 1

2

∣∣∣− Pr[Forge].

Since B provided A with perfect simulation when event Forge did not occur,
|Pr[b = b′ ∧ Forge] − 1/2| ≥ ε. Also, note that Pr[Forge] is negligible. This
means that Pr[Forge] < ε2 since otherwise, B can construct a forger, which is
contradiction to the one-time signature. Therefore,
∣∣∣Pr

[
B(g, h,−→y g,α,l+1, e(g, g)abc) = 0

]
− Pr

[
B(g, h,−→y g,α,l+1, T ) = 0

]∣∣∣ ≥ ε− ε2

This completes the proof of Theorem 1. �

5 Conclusion

We presented two HIBE schemes that are secure against chosen ciphertext
attacks in the selective-ID model, based on the BB1 and BBG schemes. We
obtain chosen ciphertext security of the l-level HIBE schemes by directly apply-
ing the idea of the CHK transformation to the l-level BB1 and BBG schemes.
The resulting schemes are more compact than the ones derived from the known
generic transformation for chosen ciphertext secure l-level HIBE scheme.
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Moreover, our constructions imply that the CHK transformation could be applied
to obtain chosen ciphertext security of concrete schemes with the BB1 and BBG-
like structures.
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Abstract. In Eurocrypt 2003, Gentry introduced the notion of
certificate-based encryption. The merit of certificate-based encryption
lies in the following features: (1) providing more efficient public-key in-
frastructure (PKI) that requires less infrastructure, (2) solving the cer-
tificate revocation problem, and (3) eliminating third-party queries in the
traditional PKI. In addition, it also solves the inherent key escrow prob-
lem in the identity-based cryptography. In this paper, we first introduce
a new attack called the “Key Replacement Attack” in the certificate-
based system and refine the security model of certificate-based signature.
We show that the certificate-based signature scheme presented by Kang,
Park and Hahn in CT-RSA 2004 is insecure against key replacement at-
tacks. We then propose a new certificate-based signature scheme, which
is shown to be existentially unforgeable against adaptive chosen message
attacks under the computational Diffie-Hellman assumption in the ran-
dom oracle model. Compared with the certificate-based signature scheme
in CT-RSA 2004, our scheme enjoys shorter signature length and less op-
eration cost, and hence, our scheme outperforms the existing schemes in
the literature.

Keywords: Certificate-based signature, Key replacement attack, PKI.

1 Introduction

In traditional public key signatures (PKS), the public key of a signer is essentially
a random string selected from a given set. Therefore, it is infeasible to prove
that a party is indeed the signer for a given signature. This problem was solved
by assuming the existence of a trusted third party (or often referred to as a
Certification Authority - CA) who can issue (sign) public key certificates which
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provide an unforgeable and trusted link between a public key and the identity
of a signer. This kind of certificate systems are referred to as the Public Key
Infrastructure (PKI). “Third-party query” is considered as a problem in the
traditional PKI. Namely, before verifying a signature using the signer’s public
key, a verifier must obtain the signer’s certification status; hence in general he
has to make a query on the signer’s certificate status to the CA. The verifier must
verify the certificate first. If authorization of the CA about the signer’s public
key is valid, a verifier can then verify the signed message with the given public
key from the signer. Therefore, from the verifier’s point of view, two verification
operations are required. This has been regarded as a drawback due to additional
computation time and storage. The apparent need for this infrastructure is often
cited as a reason for the widespread use of public-key cryptography. To simplify
key management procedures of conventional PKIs, Shamir [1] introduced the
concept of Identity-Based Cryptography (IBC) in 1984, which sought to reduce
the requirement on the infrastructure by using user’s identity as public key. In
his seminal paper, Shamir also proposed an identity-based signature scheme.
The first practical provably secure Identity-Based Encryption (IBE) scheme [2]
was proposed by Boneh and Franklin in 2001. With this approach, certification
becomes implicit; that is, the sender of a message does not need to check whether
the user is certified or not. Instead, prior to decryption, the receiver must identify
himself to a trusted third party called a Private Key Generator (PKG), who will
generate and send his private key via an authentication and secure channel. The
main practical benefit of IBC lies in greatly reduction of need for public key
certification. The PKG can generate the secret keys of all its users, so private
key escrow becomes an inherent problem in IBC. Moreover, secret keys must
be sent over secure channels, which makes secret key distribution a daunting
task [9].

To fill the gap between traditional cryptography and identity-based cryptog-
raphy, Al-Riyami and Paterson proposed a new paradigm called certificateless
public key cryptography (CL-PKC) [3]. In CL-PKC, KGC is involved in the
process of issuing a partial secret key for each user. The user independently
generates a public/private key pair and performs some cryptographic operations
in such a way that they can only be carried out when both the partial secret
key and the private key are known. Knowing only one of them will not enable
anyone to impersonate the user. Therefore, CL-PKC not only solves the key es-
crow problem, but also eliminates the use of certificates as in traditional digital
signature schemes. Due to the lack of public key authentication (certificate), it is
important to assume that an adversary in the certificateless system can replace
the user’s public key with a false key of its choice, which is also known as key
replacement attack. Cryptographic protocols in certificateless system are easily
suffered from this kind of attack. For example, the first certificateless-based sig-
nature scheme [3] is not secure against the key replacement attack [5,6]. This
problem was later fixed. We will not go into the detail, since it is out of the scope
of this paper. Please refer to [5,6] for the detail of the key replacement attack in
certificateless system.
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In Eurocrypt 2003, Gentry [9] introduced the notion of certificate-based en-
cryption (CBE), which combines public-key encryption (PKE) and IBE while
preserving their features. In PKE, each user generates its own public-key/secret-
key pair and requests a certificate from the CA. In CBE, the CA generates the
certificate as in a conventional PKI system. This certificate has all of the func-
tionalities of a conventional PKI certificate. In addition, it can also be used as
a decryption key. This additional functionality gives us an implicit certification
so that the sender can doubly encrypt his message so that the recipient can de-
crypt it using his private key along with an up-to-date certificate from his CA.
The feature of implicit certification allows us to eliminate third-party queries
for the certificate status. There is no key escrow problem in CBE (since the
CA does not know the personal secret keys of users), and there is no secret
key distribution problem (since the CA’s certificate need not be kept secret).
But a CBE scheme is inefficient when a CA has a large number of users and
performs frequent certificate updates. Gentry suggests to use subset covers to
overcome inefficiency. Gentry also demonstrated how certificate-based encryp-
tion could be used to construct an efficient PKI [10] requiring less infrastructure
than previous proposals, including Micali’s Novomodo [8], Naor-Nissim [12,13]
and Aiello-Lodha-Ostrovsky [14]. Yum and Lee [15] revisited the definitions and
security notions of certificate-less encryption and certificate-based encryption.
They provided a formal equivalence theorem among identity-based encryption,
certificate-less encryption and certificate-based encryption. Galindo et al. [18]
pointed out that a dishonest authority could break the security of the three
generic constructions of CBE and CL-PKE schemes given in [15,16]. These con-
structions were inherently flawed due to a naive use of double encryption as
highlighted in [17]. Al-Riyami and Paterson [4] gave an analysis of Gentry’s
CBE concept and repaired a number of problems with the original definition
and security model for CBE. They also provided a generic conversion showing
that a secure CBE scheme could be constructed from any secure CL-PKE scheme
and claimed that the derived CBE scheme was secure and even more efficient
than the original scheme of Gentry. Kang and Park [11] pointed out that their
conversion was incorrect due to the flaw in their security proof. This implies
that the concrete CBE scheme by Al-Riyami and Paterson is therefore invalid.
In parallel to CBE, Kang, Park and Hahn [7] proposed the security notion of
certificate-based signature that follows the idea of CBE presented by Gentry [9].

Our Contribution
We first introduce a new attack called the “Key Replacement Attack” into the
certificate-based system and refine the security model of certificate-based sig-
nature. We show that one of the certificate-based signature schemes (CBSm
scheme) presented by Kang, Park and Hahn [7] is insecure against the key re-
placement attack. Furthermore, we construct a new certificate-based signature
scheme, which is existentially unforgeable against adaptive chosen message at-
tacks under the computational Diffie-Hellman assumption in the random oracle
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model and provide a security proof of the proposed scheme. Compared with the
other secure certificate-based signature scheme (CBSa scheme) [7] in CT-RSA
2004, our scheme enjoys shorter signature length and less operation cost.

Organization of the Paper
In the next section, we review some preliminaries required in this paper. We
describe security and adversarial model in Section 3. In Section 4, we propose a
new certificate-based signature scheme. We provide the security proof in Section
5. In Section 6, we presents a discussion on computation efficiency. Finally, we
conclude the paper in Section 7.

2 Models of the Certificate-Based Signature

In this section, we review some background knowledge including the bilinear
pairing and computational Diffie-Hellman (CDH) problem, and refine the secu-
rity model of certificate-based signature schemes.

2.1 Bilinear Pairing

Let G1 denote an additive group of prime order p and G2 be a multiplicative
group of the same order. Let P be a generator of G1 and e : G1 × G1 → G2 be
a bilinear mapping with the following properties:

– The map e is bilinear: e(aP, bQ) = e(P, Q)ab for all P, Q ∈ G1, a, b ∈ ZZp.
– The map e is non-degenerate: e(P, P ) �= 1 ∈ G2.
– The map e is efficiently computable.

Definition 1. CDH problem in G1. Given (P, aP, bP ), where a, b ∈ ZZ∗
p, com-

pute abP .

The success probability of any probabilistic polynomial-time algorithm A in
solving the CDH problem in G1 is defined to be

SuccCDH
A,G1

= Pr[A(P, aP, bP ) = abP : a, b ∈ ZZ∗
p].

The CDH assumption states that for every probabilistic polynomial-time algo-
rithm A, SuccCDH

A,G1
is negligible.

2.2 Outline of the Certificate-Based Signature

A certificate-based signature scheme consists of the following five algorithms:

1. Setup: This algorithm takes as input a security parameter 1k and returns
the certifier’s master secret key msk and master public key mpk. It also
outputs a public parameter params which is shared in the system.

2. UserKeyGen: This algorithm takes as input the master public key mpk
and system parameter params. It outputs a user ID’s secret/pubic key pair
(SKID, PKID) ∈ SK×PK. Here, SK denotes the set of the valid secret key
values and PK denotes the set of the valid public key values.
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3. CertGen: This algorithm takes as input the maser secret key msk, system
parameter params, the identity ID of a user and its public key PKID. It
outputs a certificate CertID.

4. Sign: This algorithm takes as input a message m to be signed, user ID’s
certificate CertID and its secret key SKID. It outputs a signature σ of m.

5. Verify: This algorithm takes as input a message/signature pair (m, σ), user
ID’s public key PKID, certifier’s public key mpk and system parameter
params. It outputs true if (m, σ) is valid. Otherwise, outputs false.

Remark. Generally, algorithms (Setup, CertGen) are run by the certifier. The
user himself performs UserKeyGen and Sign. Additionally, when a user ID
requests a certificate of his public key PKID, he must prove to the certifier of
his possession of SKID. This can be done as the same way in traditional public
key system.

2.3 Key Replacement Attack in Certificate-Based System

Before we define the security of certificate-based signature, we first introduce a
new attack called “Key Replacement Attack” into the certificate-based system.
It refers to the attack that an adversary can replace the target user ID’s public
key with PK ′

ID which is chosen by himself. He can also dupe any other third
party to encrypt messages using ID’s false public key PK ′

ID or verify signatures
with PK ′

ID.
In a public key system, when one wants to encrypt a message and sends

the ciphertext to ID (or check a signature whether it is signed by ID), he must
obtain the public key PKID of ID. Instead of performing the encrypt (or verify)
algorithm using PKID directly, he must check whether PKID is the genuine
public key generated by ID. In traditional public key system, the correctness of
PKID and ID is guaranteed by the certificate. One can check the validity of the
certificate which shows the correctness of PKID. Therefore, a potential adversary
can not let others believe a false user/public key pair (ID, PKID), except that
he can forge a certificate of the above pair. However, in the certificateless system
[3] where there is no certificate, a potential adversary can replace ID’s public
key with any value chosen by himself. A cryptographic scheme is required to be
secure against this “Key Replacement Attack”. That is, even an adversary can
replace this user’s public key, he can not impersonate a user (say, decrypts a
ciphertext intended to this user, generates a valid signature of this user, etc.).

It seems that “Key Replacement Attack” does not exist in the certificate-
based system due to the use of certificates. However, as we will explain later,
this attack does exist. In a certificate-based system, the certifier does issue the
certificate of a user’s public key PKID. However, only the user ID needs to check
the validity of its certificate and other users in the system do not need. This is
one of the advantages of certificated-based scheme compared with traditional
public key where each user must check the validity of all the others’ certificates.
That’s why the certificate-based system is more efficient.

In order to explain the “Key Replacement Attack” in detail, we present a
concrete key replacement attack algorithm of CBSm scheme [7].
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2.4 A Concrete Key Replacement Attack

In order to facilitate analysis, we review the CBSm scheme in [7] . Given a
security parameter 1k, the algorithm works as follows:

CBS.Setup: Let G1, G2 be groups of a prime order p in which there exists a
bilinear pairing map e : G1×G1 → G2. The CA picks an arbitrary generator
P ∈ G1 and a random secret sC ∈ ZZq, and sets PKC = sCP . Chooses
cryptographic hash functions H1 : {0, 1}∗ → G1, and H3 : {0, 1}∗×G1 → ZZq.
The system parameters are params = (G1, G2, e, p, P, PKC , H1, H3) and the
CA’s master secret key is SKC = sC ∈ ZZq. The CA uses its parameters and
its secret to issue certificates. Alice computers a secret and public key pair
as (SKA, PKA) = (sA, sAP ) according to the parameters issued by the CA.

CBS.Cert: Alice obtains a certificate from her CA as follows.
1. Alice sends Alicesinfo to the CA, which includes his public key sAP

and any necessary additional identifying information, such as her name.
2. The CA verifies Alice’s information.
3. If satisfied, the CA computes PA = H1(i, PKC , PKA, Alicesinfo) ∈ G1

in period i.
4. The CA then computes CertA = sCPA and sends this certificate to

Alice. Then Alice signs Alicesinfo, producing sAPA, and computes SA =
sCPA + sAPA = CertA + sAPA. Alice will use this multisignature as her
temporary signing key.

CBSm.Sign: To sign m ∈ {0, 1}∗ using Alicesinfo, picks a random r ∈ ZZq

and outputs a signature σ = (U, V ) where U = rPA, h = H3(m, U) and
V = (r + h)SA = (r + h)(sC + sA)PA.

CBSm.Vrfy: To verify a signature σ = (U, V ) of a message m, checks whether
e(sCP + sAP, U + hPA) = e(P, V ), where h = H3(m, U).

We will show that the scheme above is insecure against key replacement at-
tack. The attack method is as follows.

The adversary first chooses a random value r ∈ ZZ∗
q , computes PK ′

A =
rP −PKC and replaces Alice’s public key PKA with PK ′

A. Then the adversary
chooses a random value U ∈ G1, computes h = H3(m, U), PA = H1(i, PKC ,
PK ′

A, Alicesinfo). Finally, the adversary computes V = rU + rhPA. Thus,
σ = (U, V ) is a valid certificate-based signature. This is because signature
σ = (U, V ) satisfies the following verification equation.

e(PKC + PK ′
A, U + hPA)

= e(PKC + rP − PKC , U + hPA)
= e(P, rU + rhPA)
= e(P, V ).

Remark: The attack we described above is also mentioned in [7]. In order to en-
sure a certificate-based signature scheme to be secure against the above attack,
the authors in [7] suggested that when A requests the certificate, the certifier
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must verify whether the user A knows the corresponding secret key of the regis-
tered public key PKA. However, as we can see, this method does not work. The
reason is that an adversary can successfully generate a valid signature without
the certificate of the false public key PK ′

A.

3 Adversaries and Oracles

Roughly speaking, the security of a certificated-based signature requires that one
can generate a valid signature under the public key PKID if and only if he has
CertID and SKID. Only with one of those, one cannot generate a valid signature.
The security of certificate-based signatures is defined by the game between the
challenger C and the adversary. Before we start to define its security, we will
describe some oracles which are accessible to the adversary.

3.1 Adversary Oracles

We first define the following three oracles that can be accessed by the adversary
in the certificate-based system.

UserKeyGen: On a UserKeyGen query ID, if ID has already been created,
nothing is to be carried out by C. Otherwise, C runs the algorithm UserKey-
Gen and obtains the a secret/public key pair (SKID, PKID). Then it adds
(ID, SKID, PKID) to the list L. In this case, ID is said to be created. In
both cases, PKID is returned.

Corruption: On a Corruption query ID where ID denotes the identity which
has been created, C checks the list L and returns the secret key SKID.

Sign: On a Sign query (ID, m) where ID denotes the identity which has been
created, C runs the algorithm Sign and returns the signature σ.

3.2 Security Against the Key Replacement Adversary AI

In this section, we will consider the first kind of Type I adversaryAI . Informally,
we want to capture the attack scenarios where an adversary wants to forge a valid
signature under the public key PKID∗ whose certificate is not known to him.
The pubic key PKID∗ here might be the genuine one generated by the user ID∗

or the fake one chosen by the adversary.

1. AI can obtain some message/signature pairs (mi, σi) which are generated
by the target user ID.

2. AI can replace the target user ID∗ public key with PKID∗ which is chosen
by himself. He can also dupe any other third party to verify user ID∗’s
signatures using the false public key PKID∗ .

3. If AI has replaced the user ID∗ public key, he cannot obtain the certificate
of the false public key from the certifier.

The security of a certificated-based signature scheme against a key replacement
attack is defined by the following game between AI and the challenger C.
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Setup: The challenger C runs the algorithm Setup and returns
(mpk, params) to AI .

Query: In polynomial time t, AI can adaptively submit queries to the
oracles defined in Section 3.1. Additionally, AI can also submit the
CertGen query:
– CertGen: On AI ’s CertGen query ID where ID denotes the

identity which has been created, C runs the algorithm CertGen
and returns the certificate CertID to AI . Note that CertID is the
certificate of the pair (ID, PKID) where PKID is the public key
returned from the oracle UserKeyGen.

Forge: At last, AI outputs a forgery (m∗, σ∗, ID∗, PK∗
ID). We say AI

wins if
– σ∗ is a valid signature on the message m∗ under the public key

PKID∗ and the system’s master public key mpk. Here, PKID∗ is
chosen by AI and might not be the one returned from the oracle
UserKeyGen.

– ID∗ has never been submitted as one of CertGen queries.
– (ID∗, m∗) has never been submitted as one of Sign queries.

The success probability of adaptively chosen message and chosen identity adver-
sary AI wins the above games is defined as Succcma,cida

AI
.

Definition 2. We say a certificated-based signature scheme is secure against a
(t, q) chosen message and chosen identity adversary AI , if AI runs in polynomial
time t, makes at most q queries and Succcma,cida

AI
is negligible.

Compared with the security model defined in [7], we allow the AI to replace the
target user’s public key with any value chosen by him which captures the essence
of the adversaries in the real certificate-based system. However,AI cannot obtain
the certificate of the target user’s public key. In addition, we allow AI to corrupt
any user in the system which is in order to reflect the malicious user who tries
to only use his own secret key (without the knowledge of certificate) to generate
valid signatures.

3.3 Security Against the Certifier AII

In this section, we will consider the second kind of Type II adversary AII .
Informally, we want to capture the attack scenarios where the certifier wants to
generate a valid signature under the public key PKID∗ without the knowledge
of the corresponding secret key.

1. AII has the knowledge of the certifier’s secret key msk.
2. AII can obtain some message/signature pairs (mi, σi) which are generated

by the target user ID.
3. AII cannot replace any user’s public key.

The security of a certificated-based signature scheme against the certifier AII

attack is defined by the following game between AII and the challenger C.
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Setup: The challenger C runs the algorithm Setup and returns
(mpk, msk, params) to AII .

Query: In polynomial time t, AII can adaptively submit queries to the
oracles defined in Section 3.1.

Forge: At last, AII outputs a forgery (m∗, σ∗, ID∗). We say AII wins if
– σ∗ is a valid signature on the message m∗ under the public key

PKID∗ and the system’s master public key mpk where PKID∗ is
the public key output from the UserKeyGen query ID∗ .

– (ID∗, m∗) has never been submitted as one of Sign queries.

The success probability of adaptively chosen message and chosen identity adver-
sary AII wins the above games is defined as Succcma,cida

AII
.

Definition 3. We say a certificated-based signature scheme is secure against a
(t, q) chosen message and chosen identity adversary AII , if AII runs in polyno-
mial time t, makes at most q queries and Succcma,cida

AII
is negligible.

4 Concrete Scheme

Our scheme consists of the following concrete algorithms:

1. Setup: Given a security parameter 1k, the algorithm works as follows:
(a) Let G1, G2 be groups of a prime order p in which there exists a bilinear

pairing map e : G1 ×G1 → G2.
(b) Select a random number s ∈ ZZ∗

p as the master secret key msk, choose
an arbitrary generator of P ∈ G1 and compute the master public key
mpk = sP .

(c) Choose three cryptographic hash functions H0 : {0, 1}∗×G1 → G1, H1 :
{0, 1}∗×G1×G1 → G1 and H2 : {0, 1}∗×{0, 1}∗×G1×G1 → G1. The
system parameters are params =< G1, G2, e, p, P, mpk, H0, H1, H2 >.

2. UserKeyGen: Given params, select a random number sID ∈ ZZ∗
q as the user

secret key and compute the user public key PKID = sIDP ∈ G1.
3. CertGen: Given params, master secret key s, user public key PKID and

user identity ID ∈ {0, 1}∗, compute QID = H0(ID‖PKID) ∈ G1 and output
a certificate CertID = sQID ∈ G1.

4. Sign: On input params, ID, user secret key sID, user certificate CertID and
message m ∈ {0, 1}∗, the algorithm works as follows:
(a) Choose a random number r ∈ ZZ∗

p and compute U = rP .
(b) Compute W1 = H1(m‖U‖PKID), W2 = H2(m‖ID‖U‖PKID).
(c) Compute V = CertID + sIDW1 + rW2.
(d) Set σ = (U, V ) as the signature of m.

5. Verify: Given the a message/signature pair (m, σ = (U, V )), the system
parameter params and the public key PKID, this algorithm works as follows:
(a) Compute QID = H0(ID‖PKID) ∈ G1, W ′

1 = H1(m‖U‖PKID), W ′
2 =

H2(m‖ID‖U‖PKID).
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(b) Check the equation e(V, P ) ?= e(mpk, QID)e(W ′
1, PKID)e(W ′

2, U). If the
equality holds, outputs true. Otherwise, reject.

Correctness
If σ is a genuine signature generated from algorithm Sign, then W ′

1 = W1 and
W ′

2 = W2. Therefore,

e(mpk, QID)e(W ′
1, PKID)e(W ′

2, U)
= e(mpk, QID)e(W1, PKID)e(W2, U)
= e(sP, H0(ID, PKID))e(W1, sIDP )e(W2, rP )
= e(sH0(ID‖PKID) + sIDW1 + rW2, P ) = e(V, P ).

5 Security Analysis

Theorem 1. If there is a (t, q) Type I adaptively chosen message and chosen
identity adversary AI which can submit additional qR queries to random oracles
and win the game defined in Section 3.2 with probability Succcma,cida

AI
, then there

exists another algorithm B which can solve a random instance of Computational
Diffie-Hellman problem in polynomial time with success probability SuccCDH

B,G1
=

1
q+1 (1 − 1

q+1 )qSucccma,cida
AI

.

Proof. See Appendix A.

Theorem 2. If there is a (t, q) Type II adaptively chosen message and chosen
identity adversary AII which can submit additional qR queries to random oracles
and win the game defined in Section 3.3 with probability Succcma,cida

AII , then there
exists another algorithm B which can solve a random instance of Computational
Diffie-Hellman problem in polynomial time with success probability SuccCDH

B,G1
≥

1
q′ (1− 1

q′ )qSucccma,cida
AII

, where 1 �= q′ ≤ q denotes the number of queries submitted
to the oracle UserKeyGen.

Proof. See Appendix B.

6 Efficiency Comparison

In this section, we make a comparison between our proposed scheme and CBSa
scheme in [7]. According to the analysis given in Section 2.4, the CBSm scheme
in [7] is not secure, and therefore we omit it in the comparison. The following
notations will be used in the comparison:

|G1| bit length of an element in G1 E exponentiation in G1

BA bilinear pairing operation PA point addition in G1

The following table shows the comparison of our scheme and the CBSa scheme
proposed in [7].
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Scheme Signature Length Signature Generation Verification
CBSa in [7] 3|G1| 3E 2E+2PA+3BA
Our scheme 2|G1| 2E+2PA 3BA

As shown in the table, our scheme enjoys shorter signature length under the same
system parameters. The signature of our scheme only consists of 3 elements in
G1 and is about 170 bits shorter than the CBSa scheme in [7] when some suitable
elliptic curve is used as the underlying building block. Meanwhile, our scheme
also requires less operation cost than CBSa scheme under the assumption that
the pairing e(mpk, QID) in verification algorithm can be pre-computed.

7 Conclusion

In this paper, we first introduced a new attack called “Key Replacement Attack”
into the certificate-based system and refine the security model of certificate-
based signature. Our analysis showed that one of the certificate-based signa-
ture schemes proposed by Kang, Park and Hahn is insecure against the key
replacement attack. Furthermore, we constructed a new certificate-based signa-
ture scheme. Our proposal is proven existentially unforgeable against adaptive
chosen message attacks in the random oracle model. The security relies merely
well known computational Diffie-Hellman assumption. Compared with the other
secure certificate-based signature scheme [7] in CT-RSA 2004, our scheme enjoys
shorter signature length and less operation cost. Therefore, our scheme outper-
forms the existing schemes in the literature.
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A Proof of Theorem 1

Proof. Let P be the generator of G1. Algorithm B is given P1, P2 ∈ G1 where
P1 = aP, P2 = bP , (P, P1, P2) is a random instance of the Computational Diffie-
Hellman problem. Its goal is to compute abP . Algorithm B will simulate the
oracles and interact with the forger AI as described below. In the proof, we
regard the hash functions as the random oracles. Algorithm B starts by setting
the master public key mpk = P1 = aP , where P1 is the input of the CDH
problem. B sends (P, mpk) to the algorithm AI .
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UserKeyGen: On a new UserKeyGen query IDi, B chooses a random num-
ber sIDi ∈ ZZp and sets (SKIDi, PKIDi) = (sIDi , sIDiP ). Then, he adds
(IDi, SKIDi, PKIDi) into the list L and returns PKIDi to AI .

H0: On a new H0 query ζi, B first chooses a random number coini ∈ {0, 1}
such that Pr[coini = 1] = δ where the value of δ will be determined later.

1. If coini = 1, B chooses a random number ci ∈ ZZp and sets H0(ζi) =
ciP + P2 where P2 is another output of CDH problem.

2. Else coini = 0, B chooses a random number ci ∈ ZZp and sets H0(ζi) =
ciP

In both cases, B will add (ζi, ci) into H0-List and return H0(ζi) to AI

H1: On a new H1 query θi, B chooses a random number di ∈ ZZp and sets
H1(θi) = diP . Then, he adds (θi, di) into H1-List and returns H1(θi) as the
answer.

H2: On a new H2 query ξi, B chooses a random number λi ∈ ZZp and sets
H2(θi) = λiP . Then, he adds (ξi, λi, λiP ) into H2-List and returns H2(θi)
as the answer.

CertGen: On a certificate query IDi, B first checks the list L to obtain this
user’s public key PKIDi . We assume that (IDi‖PKIDi , ·) has been in H0-
List. Otherwise, B can add (IDi‖PKIDi , ci) into H1-List as the same way
he responds to H0 queries.

1. If ci = 0, which means QIDi = H0(IDi‖PKIDi) = ciP , B returns the
certificate CertIDi = ciP1.

2. Otherwise, B aborts.

Corruption: On a corruption query IDi, B will check the list L and return
SKIDi to AI .

Sign: On a sign query (mi, IDj), B first checks H0-List to obtain (IDj‖PKIDj ,
cj). If cj = 0, B can generate the certificate CertIDj as he responds the Cert-
Gen queries and use (CertIDj , SKIDj ) to sign the message mi. Otherwise,
cj = 1 and H(IDj‖PKIDj) = cjP + P2. Then, B chooses a random number
ri ∈ Zp and sets Ui = riP − P1.

1. Firstly, he checks H1-List. If (mi‖Ui‖PKIDj , ·) does not exist in H1-
List, B will add (mi‖Ui‖PKIDj , di) into H1-List as the same way he
responds to H1 queries.

2. Secondly, He checks whether (mi‖IDj‖Ui‖PKIDj , ·) exists H2-List. If it
does, B must rechoose the number ri until there is no collision. B further
sets H2(mi‖IDj‖Ui‖PKIDj) = λiP +P2 and adds (mi‖IDj‖Ui‖PKIDj ,
λi, λiP + P2) into H2-List.

3. At last, B computes Vi = cjP1 + sIDiH1(mi‖Ui‖PKIDj) + λiUi + riP2

and outputs (Ui, Vi) as the signature.
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Correctness

e(Vi, P )
= e(cjP1 + sIDiH1(mi‖Ui‖PKIDj) + λiUi + riP2, P )
= e(cjP1 + abP + sIDj H1(mi‖Ui‖PKIDj) + λiUi + riP2 − abP, P )
= e(a(cjP + P2) + sIDj H1(mi‖Ui‖PKIDj)

+(ri − a)H2((mi‖IDj‖Ui‖PKIDj), P )
= e(mpk, QIDj )e(H1(mi‖Ui‖PKIDj), PKIDj )e(H2((mi‖IDj‖Ui‖PKIDj ), Ui)

At last, AI outputs a valid forgery (m∗, σ∗ = (U∗, V ∗), ID∗, PKID∗) with
probability Succcma,cida

AI
. Again, PKID∗ is chosen by AI and might not be ID∗’s

public key output from the oracle UserKeyGen. We assume that (ID∗‖PKID∗ ,
c∗), (m∗‖U∗‖PKID∗ , d∗), (m∗‖ID∗‖U∗‖PKID∗ , λ∗, λ∗P ) have been in H0-List,
H1-List and H2-List respectively. If (U∗, V ∗) is a valid signature of the message
m∗, then V ∗ = aH0(ID∗‖PKID∗) + d∗PKID∗ + λ∗U∗.

1. If c∗ = 1, H0(ID∗‖PKID∗) = c∗P + P2. Therefore, B can compute abP =
V ∗ − (c∗P1 + d∗PKID∗ + λ∗U∗).

2. Otherwise, B fails to solve this instance of CDH problem.

According to the simulation, B can the value of abP if and only if all the
following two events happen:

E1: B does not fail during the simulation.
E2: AI output a valid forgery.
E3: In the forgery output by AI , c∗ = 1.

Therefore, the probability that B can solve this instance of CDH problem is
SuccCDH

B,G1
= Pr[E1 ∧ E2 ∧ E3] = Pr[E1] Pr[E2|E1] Pr[E3|E1 ∧ E2]. In addition,

all the simulation can be done in polynomial time.
From the simulation, we have Pr[E1] ≥ (1−δ)q, Pr[E2|E1] = Succcma,cida

AI
and

Pr[E3|E1∧E2] = δ. Thus, SuccCDH
B,G1

≥ δ(1−δ)qSucccma,cida
AI

. When δ = 1/(q+1),
this probability is maximized at

SuccCDH
B,G1

=
1

q + 1
(1− 1

q + 1
)qSucccma,cida

AI
.

B Proof of Theorem 2

Proof. Let P be the generator of G1. Algorithm B is given P1, P2 ∈ G1 where
P1 = aP, P2 = bP , (P, P1, P2) is a random instance of the Computational Diffie-
Hellman problem. Its goal is to compute abP . Algorithm B will simulate the
oracles and interact with the forger AII as described below. In the proof, we
regard the hash functions as the random oracles. Algorithm B starts by choosing
a random number s ∈ ZZp and sets msk = s, mpk = sP . Then B sends (P, s, sP )
to AII .
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UserKeyGen: On a new UserKeyGen query IDi, B acts as following. Sup-
pose there are up to q′ UserKeyGen queries, B will choose a random num-
ber π ∈ {1, 2, · · · , q′}.
1. IDi is the πth query, B sets SKIDi = ⊥ and PKIDi = P1 where P1 is

the input of CDH problem. Here, the symbol ⊥ means B doesn’t know
the corresponding value.

2. Otherwise, B chooses a random number SKIDi ∈ ZZp and sets PKIDi =
SKIDiP .

In both cases, B adds (IDi, SKIDi , PKIDi) into the list L and returns PKIDi

to AII .
H0: On a new H0 query ζi, B chooses a random number ci ∈ ZZp and sets

H0(ζi) = ciP . Then, B adds (ζi, ci) into H0-List and return H0(ζi) to AII .
H1: On a new H1 query θi, B chooses a random number di ∈ ZZp and sets

H1(θi) = diP +P2. Then, he adds (θi, di, diP +P2) into H1-List and returns
H1(θi) as the answer.

H2: On a new H2 query ξi, B chooses a random number λi ∈ ZZp and sets
H2(θi) = λiP . Then, he adds (ξi, λi, λiP ) into H2-List and returns H2(θi)
as the answer.

Corruption: On a corruption query IDi, B will check the list L and return
SKIDi to AII . If SKIDi = ⊥, B fails to solve this problem.

Sign: On a sign query (mi, IDj), B first checks the list L.
1. If SKIDj = ⊥, B will choose two random elements: Ui = riP ∈ G1

and di ∈ ZZp. Then, he adds (mi‖Ui‖PKIDj , diP ) into H1-List. If a
collision occurs, Ui and di will be re-chosen. In addition, B will add
(mi‖IDj‖Ui‖PKIDj , λi, λiP ) to H2-List as the same way he responds
to H2 queries. By assumption, (IDj‖PKIDj , cj) has been in H0-List.
Then, B computes Vi = CertIDj +diPKIDj +λiUi. The signature (Ui, Vi)
is returned.
Correctness

e(Vi, P )
= e(CertIDj + diPKIDj + λiUi, P )
= e(CertIDj + SKIDj (di)P + ri(λi)P, P )
= e(CertIDj , P )e(SKIDj (di)P, P )e(ri(λi)P, P )
= e(mpk, H0(ID‖PKIDj ))e(H1(mi‖Ui‖PKIDj), PKIDj )

e(H2(mi‖IDj‖Ui‖PKIDj), Ui)

2. Otherwise, B can use SKIDj and CertIDj to generate the signature on
this message.

At last, AII outputs a valid forgery (m∗, σ∗ = (U∗, V ∗), ID∗) with probabil-
ity Succcma,cida

AII . We assume that (ID∗‖PKID∗ , c∗), (m∗‖U∗‖PKID∗, d∗, d∗P2),
(m∗‖ID∗‖U∗‖PKID∗ , λ∗, λ∗P ) have been in H0-List, H1-List and H2-List re-
spectively. Here PKID∗ is the public key of user ID∗ output from the ora-
cle UserKeyGen. If (U∗, V ∗) is a valid signature of the message m∗, then
V ∗ = sc∗P + SKID∗(d∗P + P2) + λ∗U∗.
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1. If PK∗ = P1, then SKID∗ should be a. Therefore, B can compute abP =
V ∗ − (sc∗P + d∗P1 + λ∗U∗).

2. Otherwise, B fails to solve this instance of CDH problem.

According to the simulation, B can the value of abP if and only if all the
following two events happen:

E1: B does not fail during the simulation.
E2: AII output a valid forgery.
E3: In the forgery output by AI , PK∗ = P1.

Therefore, the probability that B can solve this instance of CDH problem is

SuccCDH
B,G1

= Pr[E1 ∧ E2 ∧ E3] = Pr[E1] Pr[E2|E1] Pr[E3|E1 ∧ E2].

In addition, all the simulation can be done in polynomial time.
From the simulation, we have

Pr[E1] ≥ (1− 1
q′

)q,

Pr[E2|E1] = Succcma,cida
AII

,

Pr[E3|E1 ∧ E2] =
1
q′

.

Thus, SuccCDH
B,G1

≥ 1
q′ (1− 1

q′ )qSucccma,cida
AII

where 1 �= q′ ≤ q denotes the number
of queries submitted to the oracle UserKeyGen.
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Abstract. Time Capsule Signature, first formalized by Dodis and Yum
in Financial Cryptography 2005, is a digital signature scheme which al-
lows a signature to bear a (future) time t so that the signature will only
be valid at time t or later, when a trusted third party called time server
releases time-dependent information for checking the validity of a time
capsule signature. Also, the actual signer of a time capsule signature has
the privilege to make the signature valid before time t.

In this paper, we provide a new security model of time capsule signa-
ture such that time server is not required to be fully trusted. Moreover,
we provide two efficient constructions in random oracle model and stan-
dard model. Our improved security model and proven secure construc-
tions have the potential to build some new E-Commerce applications.

Keywords: Time Capsule Signature.

1 Introduction

Modern business is in nature the business for future. A contract signed now is
a commitment for some future cooperation; a ticket bought now presents an
entry permit at a specific time in the future; an option obtained now, in the
derivative markets, ensures the privilege of buying/selling a stock at some time
in the future. The success of these practices requires the integrity of credential
releasers, and the involvement of an authority who can judge the rules for legal
players. To realize these activities in E-Commerce platforms, a new primitive,
which has a great promise to be a very useful tool, is called Time Capsule
Signature [13].

A time capsule signature involves a signer (known as credential releaser), a
verifier (known as credential receiver) and a time server (known as authority).
The signer can issue a future signature indicated by some time information,
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say t, and enjoys the following properties: 1) The credential receiver can verify
immediately that a signature will become valid at time t. 2) The signature will
automatically become valid at time t, even without the cooperation of signer. 3)
The legal signer has the privilege to make the signature valid before time t.

Property 1 and 2 are easy to comprehend in the current practice. However, in a
naive solution of signing a statement that ‘the message m will become valid from
time t’, the verifier is required to be aware of the current time [13]. When time is
generalized to arbitrary events, this becomes even more problematic. Moreover,
signer has lost control of the validation time t once the statement is produced.
For the variety of E-Commerce, we do need to provide signers the power to
validate their future signature before the committed time t. For example, in the
case of debt repayment, a borrower can sign a check to indicate the repayment
day (e.g. due day), he may also have the desire to repay his debt earlier, so to
improve his credit history. Of course he can sign another check indicating the
actual repayment time, but the original check should be handled carefully to
avoid ‘double spending’. Time capsule signature supports this desirable feature
with a process of making a signature valid at any time by the actual signer known
as prehatch, as opposed to hatch the signature at time t when some additional
information is published by the time server. We refer readers to [13] for more
discussions on the applications of time capsule signature. Property 3 may also
be captured in a signed statement that ’the signature of message m will become
valid from time t, or when the signer release some secret information’. Again,
such a statement has problems when time is generalized to arbitrary events.

The notion of time capsule signature was first formalized by Dodis and Yum
[13] in 2005. Besides the above three properties, they also require that prehatched
signature should be indistinguishable from hatched signature. For practical use
of time capsule signature as discussed above, the indistinguishability between
prehatched signature and hatched signature is actually undesirable. Since the
purpose of prehatching is to make a signature valid before time t, the verifier
can simply compare the time t with the current time to identify if a signature
is prehatched or normally hatched. Furthermore, in some scenarios, we actually
need to distinguish a prehatched signature from a hatched signature. In the
above debt repayment case, a prehatched signature has to be identified for credit
history checking. On the other hand, under the property of indistinguishability,
the time server has to be fully trusted, otherwise, there is no way to tell if a
signature which becomes valid before time t is generated by the actual signer or
a cheating time server.

Therefore, in this paper, we remove the requirement of indistinguishability
for time capsule signature while retaining all other properties. This allows us
to modify the security model for capturing attacks launched by a cheating time
server. Our generic construction is based on a new primitive called identity-
based trapdoor relation (IDTR). We propose two efficient implementations for
the IDTR primitive, one is proven secure in the random oracle model, the other
in the standard model.
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1.1 Related Work

The work on timed-release cryptography was first summarized and discussed by
May [18] in 1993, and further work was carried out by Rivest et al. [21] in 1996.
The main purpose of timed-release cryptography is to ensure that encryption,
commitment or signature cannot be opened or valid until a predetermined fu-
ture time. There are two main approaches for constructing such a scheme. The
first approach, categorized as time-lock puzzles [21], is to design a computational
problem which could be solved by continually computing for at least some re-
quired period of time. This approach is widely used in applications, like verifiable
time capsules [2,3], timed commitments [9], and some recently proposed systems
[14,15]. The tradeoff of this approach is that immense computational overhead
has to be put on the receiver, that makes it impractical for most real-world
applications.

The second approach relies on a trusted agent who releases time-dependent in-
formation exactly according to a pre-specified schedule. Previous work is mainly
on timed-release encryption, which diversifies according to the involvement level
of the trusted agent. May [18] suggested that the trusted agent should store
messages until the time to release. Rivest et. al. [21] suggested that the agent
should pre-compute pairs of public/private keys, publish the public keys first and
then release the private keys one by one according to some pre-specified sched-
ule. Most of the recent results [10,5,19,11] are based on Boneh and Franklin’s
identity-based encryption (IBE) scheme [7]. In this paper, we also use Boneh-
Franklin IBE as one of the implementations of our generic construction. In this
implementation, we replace the identity in the IBE scheme with the claimed time
t, but the technical details are different from previous constructions which are
only for timed-release encryption. They will become clear when going through
our construction in the subsequent sections of this paper.

Another stream of research based on trusted agents is optimistic fair exchange
of digital signatures [1,8,12]. In those constructions, a trusted agent needs to re-
solve all signatures where the signers are refusing to validate the signatures.
Scalability is the main issue of this approach. Recently, there is a new construc-
tion of time capsule signature [24] based on ring signature [20]. However, in their
system, the time server needs to generate time-dependent information for each
individual user, thus scalability is a main problem.

1.2 Paper Organization

In Sec. 2, we introduce some preliminaries. The definition and security model of
time capsule signature is specified in Sec. 3. In Sec. 4, we define a new notion
called Identity-based Trapdoor Relation (IDTR) and propose two concrete im-
plementations which are proven to be secure in the random oracle model and the
the standard model. In Sec. 5, we propose a generic construction of time capsule
signature based on IDTR and analyze its security. In Sec. 6, we extend IDTR by
adding a new property called Hiding, and use it to construct a distinguishable
time capsule signature which could capture an attacker launched by a malicious
time server. Finally, we conclude in Sec. 7.
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2 Preliminaries

Identity Based Encryption. The notion of Identity Based Encryption (IBE)
was introduced by Shamir in 1984 [22]. In such a mechanism, public key could
be an arbitrary string, which is chosen from user’s name, network address, etc;
user private key is properly generated by a trusted third party (Key Generation
Center), and the secret can be preserved as long as Key Generation Center does
not release its master secret key. For IBE, a message can be encrypted for a
receiver even before the corresponding private key is generated. To this extent,
IBE is a good candidate of sending a message to the future.

The first practical IBE was proposed by Boneh and Franklin [7] in 2001.
They proposed a basic IBE scheme, which is secure against chosen plaintext
attack(IND-ID-CPA). By extending the basic scheme, a full scheme could be
achieved with security against adaptive chosen ciphertext attack(IND-ID-CCA)
in the random oracle model.

In 2005, Brent Waters [23] presented the first efficient Identity-Based En-
cryption scheme that is fully secure without random oracles. The proof of their
scheme makes use of an algebraic method first used by Boneh and Boyen [6] and
the security of the scheme is reduced to the decisional Bilinear Diffie-Hellman
(BDH) assumption.

Based on IBE, in this paper, we propose a new notion called Identity Based
Trapdoor Relation (IDTR) which can then be applied to the construction of time
capsule signature scheme.

Computational Diffie-Hellman Assumption. Let G be a group of order p
(p is a prime). The challenger chooses a, b ∈ Zp at random and outputs (g, A =
ga, B = gb), where g ∈ G. The adversary then attempts to output gab ∈ G. An
adversary B has at least ε advantage if

Pr[B(g, ga, gb) = gab] ≥ ε

where the probability is taken over the random choices of a, b and the random
bits consumed by B.

Definition: The computational (t, ε)-DH assumption holds if no t-time adver-
sary has at least ε advantage in the game above.

3 Time Capsule Signature

3.1 Definition

A time capsule signature scheme consists of eight PPT algorithms (TSSetup,
UserSetup, TSig, TVer, TRelease, Hatch, PreHatch, Ver). The definition below
follows that of Dodis and Yum [13].

1. TSSetup (Time Server Key Setup): On input 1k where k ∈ N is a security
parameter, it generates a public/secret time release key pair (tpk, tsk).
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2. UserSetup (User Key Setup): On input 1k, it generates a user public/secret
key pair (upk, usk).

3. TSig (Time Capsule Signature Generation): On input (m, usk, upk, t), where
t is a time value from which the signature will become valid. It outputs a
time capsule signature σ′

t.
4. TVer (Time Capsule Signature Verification): On input (m, σ′

t, upk, tpk, t),
it returns 1 (accept) or 0 (reject). A time capsule signature σ′

t is said to be
valid if TVer returns 1 on it.

5. TRelease (Time Release): At the beginning of each time period T , zT ←
TRelease(T, tsk) is published by the time server.

6. Hatch (Signature Hatch): On input (m, σ′
t, upk, tpk, zt), anyone can run this

algorithm to get a hatched signature σt from a valid time capsule signature
σ′

t.
7. PreHatch (Signature Prehatch): On input (m, σ′

t, usk, tpk, t), the signer
can run the algorithm to get a prehatched signature σt of a valid time
capsule signature σ′

t before time t. However, if σ′
t is not valid, namely,

TVer(m, σ′
t, upk, tpk, t) = 0, then PreHatch should return ⊥ which stands

for unsuccessful prehatch.
8. Ver (Signature Verification): On input (m, σt, upk, tpk, t), it returns 1 (ac-

cept) or 0 (reject).

Note that Time Server does not contact any user or need to know anything from
any user.

3.2 Adversarial Model

There are three types of adversaries,AI , AII and AIII . AI simulates a malicious
signer whose aim is to produce a time capsule signature σ′

t, which looks good to a
verifier, but cannot be hatched at time t. AII simulates a malicious verifier who
wants to hatch a time capsule signature before time t. AIII simulates a malicious
time server who wants to forge a signature. Note that attacks launched by an
outsider who wants to forge a signature can also be captured by AIII . In the
following, let k ∈ N be a security parameter.

Game I: Let SI be the game simulator.
1. SI executes TSSetup(1k) to get (tpk, tsk).
2. SI runs AI on tpk. During the simulation, AI can make queries onto

TRelease.
3. AI is to output (m∗, t∗, σ′∗, upk).
4. SI executes TRelease(t∗, tsk) to get z∗t , and then executes Hatch(m∗, σ′∗,

upk, tpk, z∗t ) to get σ∗.
AI wins if TVer(m∗, σ′∗, upk, tpk, t) = 1 and Ver(m∗, σ∗, upk, tpk,t) = 0.

A time capsule signature scheme is secure in Game I if for every PPT algorithm
AI , it is negligible forAI to win the game. Note that we do not put any restriction
on the generation of user public key upk. This is natural as in practice, AI is
normally the one who generates (upk, usk).
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Game II: Let SII be the game simulator.
1. SII executes TSSetup(1k) to get (tpk, tsk) and UserSetup(1k) to get

(upk, usk).
2. SII runs AII on tpk and upk. During the simulation, AII can make

queries onto TSig, TRelease and PreHatch.
3. AII is to output (m∗, t∗, σ∗).
AII wins if Ver(m∗, σ∗, upk, tpk, t∗) = 1, and AII has never queried
TRelease(t∗) and PreHatch(m∗, t∗, ·).

A time capsule signature scheme is secure in Game II if for every PPT algorithm
AII , it is negligible for AII to win the game.

Game III: Let SIII be the game simulator.
1. SIII executes TSSetup(1k) to get (tpk, tsk), and UserSetup(1k) to get

(upk, usk).
2. SIII runs AIII on upk, tpk and tsk. During the simulation, AIII can

make queries onto TSig, and PreHatch.
3. AIII is to output (m∗, t∗, σ∗).
AIII wins if Ver(m∗, σ∗, upk, tpk, t∗) = 1, and AIII has never queried
TSig(m∗, ·) for time t∗.

A time capsule signature scheme is secure in Game III if for every PPT algo-
rithm AIII , it is negligible for AIII to win the game.

3.3 Discussion

One of the properties of time capsule signature in Dodis-Yum paper is ambiguity
which ensures that a prehatched signature is indistinguishable with a hatched
signature (with respect to the same message and time value t). Although this
property may have independent interest, we notice that in common applications
of time capsule signature described in Sec. 1 and in [13], this property is actually
undesirable. Since the only purpose of prehatching a signature is to make the
signature verifiable before time t. In this case, the verifier can simply check the
time t against the current time for finding out if the signature is prehatched or
normally hatched.

Our definition, instead, does not requires ambiguity. By this relaxation, we
can construct more efficient time capsule signature schemes based on identity-
based trapdoor relation (IDTR) in Sec. 4. We will see more discussions on this
relaxation and explain that for some applications, it is actually important for
the verifier to tell whether a signature is pre-hatched or hatched.

4 Identity-Based Trapdoor Relation (IDTR)

A binary relation R is a subset of {0, 1}∗×{0, 1}∗ and the language LR is the set
of α’s for which there exist β such that (α, β) ∈ R, i.e., LR = {α|∃β[(α, β) ∈ R]}.
We assume that (1) there is an efficient algorithm to decide whether α ∈ LR or
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not, (2) if (α, β) ∈ R, then the length of β is polynomially bounded in |α|, and
(3) there exists a short description DR which specifies the relation R.

An identity-based trapdoor relation (IDTR) is a set of relations R = {Rid|id ∈
IR}, where each relation Rid is called a trapdoor relation and there is a master
trapdoor mtdR for extracting the trapdoor tdid of each Rid. Formally, IDTR is
specified by the following five probabilistic polynomial-time (PPT) algorithms
(Gen, Sample, Extract, Invert, Check).

1. Gen : This algorithm is used to generate R = {Rid|id ∈ IR} where IR is a
finite set of indices. Gen(1k) returns DR (the description of R) and mtdR
(the master trapdoor).

2. Sample : This sampling algorithm takes (DR, id) as input and SampleDR(id)
returns a random commitment c and witness d such that (c, d) ∈ Rid.

3. Extract : This algorithm is used to extract the trapdoor of each relation by
using mtdR. ExtractmtdR(id) returns the trapdoor tdRid

of relation Rid.
4. Invert : This algorithm is used to find a witness d for a given c ∈ LRid

by
using the trapdoor tdRid

. If c ∈ LRid
, then InverttdRid

(c) returns a witness d̂

such that (c, d̂) ∈ Rid.
5. Check : This algorithm is used to check the validity of a witness d on

the commitment c. If (c, d) ∈ Rid, then CheckDR,id(c, d) returns 1 (accept).
Otherwise, it returns 0 (reject).

Properties: One-wayness requires that no one is able to find the witness of a
commitment if the trapdoor information is not given. Soundness requires that
no one can produce a commitment whose witness cannot be found using Invert.

– One-wayness: Let OExtract be an oracle simulating the trapdoor extraction
procedure Extract and Query(A, OExtract) the set of queries an algorithm A
asked to OExtract. It states that the following probability is negligible for all
PPT algorithm A = (A1, A2):

Pr[CheckDR,id∗(c∗, d̃) = 1 ∧ id∗ /∈ Query(A, OExtract)|
(DR, mtdR)← Gen(1k); (id∗, h)← AOExtract

1 (DR);
(c∗, d)← SampleDR(id∗); d̃← AOExtract

2 (id∗, c∗, h)]

– Soundness: We require that the following probability should be negligible
for all algorithm B:

Pr[Rid∗ ∈ R ∧ c∗ ∈ LRid∗ ∧ CheckDR,id∗(c∗, d̃) = 0|
(DR, mtdR)← Gen(1k); (c∗, id∗)← B(DR, mtdR);

tdRid∗ ← ExtractmtdR(id∗); d̃← InverttdRid∗ (c∗)]

Discussion: The definition of IDTR above is much like the definition of Dodis
and Yum’s Identity-based Hard-to-Invert Relation (ID-THIR) [13]. ID-THIR has
an ambiguity property which requires that witness d̂ inverted from c given tdRid

is computationally indistinguishable from d obtained from SampleDR(id) for the



Time Capsule Signature: Efficient and Provably Secure Constructions 133

same commitment c. To facilitate our construction of time capsule signature
under new definition in Sec. 3, we do not require ambiguity property in the
definition of IDTR above. We will see that with this relaxation we can construct
much more efficient schemes then that in [13].

4.1 Implementations of IDTR

In this section, we propose two concrete constructions of IDTR, one based on
Boneh and Franklin’s IBE whose security has been proven in the random oracle
model [7], and the other one based on Waters’ IBE whose security has been
proven in the standard model [23].

Implementation 1: In Random Oracle Model. An IBE scheme consists
of four PPT algorithms (Setup, KeyGen, Encrypt, Decrypt). The Boneh-Franklin
scheme [7] is described as follows:

1. Setup: Given a security parameter k ∈ N, generate a prime q, two groups
G1, G2 of order q, and an admissible bilinear map ê: G1 ×G1 → G2, where
|q| is some polynomial in k. Choose a random generator P ∈ G1, pick a
random s ∈ Z

∗
q and set Ppub = sP . Choose a cryptographic hash function

H1: {0, 1}∗ → G1, another hash function H2: G2 → {0, 1}k, and the security
analysis will view H1, H2 as random oracles [4]. The message space isM =
{0, 1}k. The ciphertext space is C = G1 × {0, 1}k. The system public key is
mpk = 〈q, G1, G2, ê, k, P, Ppub, H1, H2〉. The master secret key msk is s ∈ Z∗

q .
2. KeyGen: For a given string id ∈ {0, 1}∗ the algorithm computes Qid =

H1(id) ∈ G1, and sets the private key skid to be sQid where s is the master
secret key.

3. Encrypt: To encrypt m ∈ M under the public key id, the algorithm com-
putes Qid = H1(id) ∈ G1, chooses a random r ∈ Z∗

q , and sets the ciphertext
to be c = 〈rP, m ⊕H2(gr

id)〉 where gid = ê(Qid, Ppub) ∈ G2.
4. Decrypt: Given the private key skid ∈ G1, a ciphertext c = 〈c1, c2〉 ∈ C can

be decrypted by computing c2 ⊕H2(ê(skid, c1)) = m.

An IDTR based on the IBE above is constructed as follows:

1. Gen: Run Setup(1k), and set LR = C, DR = mpk, and mtdR = msk.
2. Sample: Given DR and id, randomly pick m ∈ M and compute c =

Encryptid(m). Let r ∈ Z∗
q be the randomness used in Encrypt. Set witness

d = 〈rQid, Ppub, m〉.
3. Extract: Given a string id ∈ {0, 1}∗, compute skid= KenGenmpk,msk(id),

and set tdRid
= skid.

4. Invert: Given trapdoor tdRid
∈ G1 and a commitment c = 〈c1, c2〉 ∈ C,

compute m = Decryptskid
(c), and set the witness d̂ = 〈tdRid

, c1, m〉.
5. Check: Given DR, id, c = 〈c1, c2〉 ∈ C, d = 〈d1, d2, d3〉 (where d1, d2 ∈ G1,

and d3 ∈M) , if d2 = Ppub, ê(d1, P ) = ê(c1, Qid), and c2 = d3⊕H2(ê(d1, d2),
return 1. Else if d1 = tdRid

, d2 = c1, ê(d1, P ) = ê(Ppub, Qid) and c2 =
d3 ⊕H2(ê(d1, d2)), return 1. Otherwise, return 0.
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One-wayness. In the game of one-wayness, an adversary A has access to the
Extract oracle of all id other than id∗. This oracle is simulated by performing
KeyGen of the underlying IBE scheme. A wins if it can find secret key skid∗

and plaintext m∗. However, the semantic security (IND-ID-CPA) [7] of the un-
derlying IBE attains that any PPT adversary will have negligible advantage in
distinguishing m∗ with another m inM. If A succeeds, it is easy to see that we
can also distinguish m∗, which contradicts the security of the underlying IBE
scheme.

Soundness. An adversary B wins if it can generate a value c∗ which is not able
to decrypt under skid∗ . In the underlying IBE scheme, this will not be the case
even when B knows msk. Given id∗, skid∗ can always be properly generated
with the knowledge of msk. As long as c∗ is in the ciphertext domain, a valid
plaintext m∗ can always be retrieved.

Remark: This construction of IDTR in random oracle model based on the
Boneh-Franklin IBE scheme is much more efficient than the OR-proof for ID-
THIR [13].

Implementation 2: In Standard Model. We now review Waters’ IBE [23]
and propose a construction for IDTR based on this scheme.

1. Setup: Given a security parameter k ∈ N, generate a prime p, two groups
G1, G2 of order p, and an admissible bilinear map ê: G1×G1 → G2, where |p|
is some polynomial in k. Choose a random generator g ∈ G1, pick a random
α ∈ Z∗

p and set g1 = gα. Choose random values g2, u′ ∈ G1, and a random k-
length vector U = (ui), whose elements are chosen uniformly at random from
G1. The message space isM⊆ G2. The ciphertext space is C = G2×G1×G1.
The system public key is mpk = 〈p, G1, G2, ê, k, g, g1, g2, u

′, U〉. The master
secret key msk is gα

2 .
2. KeyGen: Let v be an k-bit string representing an identity id, vi denote the

ith bit of v, and V ⊆ 1, ..., k be the set of all i for which vi = 1. (V is the set
of indices for which the bitstring v is set to 1.) Randomly select r ∈ Z∗

p and
construct the private key skid as:

skid = 〈gα
2 (u′ ∏

i∈V
ui)r, gr〉

3. Encrypt: To encrypt m ∈ M for an identity v, randomly select t ∈ Z
∗
p and

construct the ciphertext c as:

c = 〈ê(g1, g2)tm, gt, (u′ ∏

i∈V
ui)t〉
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4. Decrypt: Given the private key skid =〈sk1, sk2〉, a ciphertext c=〈c1, c2, c3〉 ∈
C can be decrypted as:

c1
ê(sk2, c3)
ê(sk1, c2)

= (ê(g1, g2)tm)
ê(gr, (u′ ∏

i∈V ui)t)
ê(gα

2 (u′ ∏
i∈V ui)r, gt)

= (ê(g1, g2)tm)
ê(g, (u′ ∏

i∈V ui)rt)
(ê(g1, g2)t)ê((u′ ∏

i∈V ui)rt, g)
= m

Based on Waters’ IBE: (mpk, msk) ← Setup(1k); skid= KenGenmpk,msk(id);
c = Encryptid(m); m = Decryptskid

(c), an IDTR can be constructed as follows:

1. Gen: Given k ∈ N, execute (mpk, msk) ← Setup(1k) and set LR = C,
DR = mpk, and mtdR = msk.

2. Sample: Given DR and id, randomly pick m ∈ G2 and compute c =
Encryptid(m). Let t ∈ Z

∗
p be the randomness in producing c. Set witness d to

d = 〈gt
2, g1(u′ ∏

i∈V
ui), g2, c3, m〉

3. Extract: Let v be an k-bit identity id, compute skid= KenGenmpk,msk(id)
and set tdRid

= skid.
4. Invert: Given trapdoor tdRid

and a commitment c = 〈c1, c2, c3〉 ∈ C, compute
m = Decryptskid

(c), and set the witness to

d̂ = 〈sk1, c2, sk2, c3, m〉

5. Check: Given DR, id, c = 〈c1, c2, c3〉 ∈ C, d = 〈d1, d2, d3, d4, d5〉 (where
d1, d2, d3, d4 ∈ G1, and d5 ∈ M), if d2 = g1(u′ ∏

i∈V ui), d3 = g2,d4 = c3,
ê(d1, u

′ ∏
i∈V ui) = ê(g2, c3), and c1 = M ê(d1,d2)

ê(d3,d4)
, return 1(∗∗). Else if d1 =

sk1, d2 = c2, d3 = sk2, d4 = c3, ê(sk1, g) = ê(g2, g1) · ê(u′ ∏
i∈V ui, sk2), and

c1 = m ê(d1,d2)
ê(d3,d4)

, return 1. Otherwise, return 0.

(∗∗):The check will pass because:

m
ê(d1, d2)
ê(d3, d4)

= m
ê(gt

2, g1(u′ ∏
i∈V ui))

ê(g2, (u′ ∏
i∈V ui)t)

= m
ê(gt

2, g1) · ê(gt
2, (u′ ∏

i∈V ui))
ê(g2, (u′ ∏

i∈V ui)t)
= m · ê(gt

2, g1) = c1

Similar to the first implementation, the proof of One-wayness can be reduced to
IND-ID-CPA security of Waters’ IBE scheme. Soundness also holds since a valid
c ∈ C can always be decrypted to a message m for a given skid.

Discussion: Note that given c ∈ C, we only require that an adversary is not
able to compute the entire m for a randomly chosen m ∈ G2. In other words, we
do not need IND-ID-CPA [7] security. Although both of the constructions could
achieve IND-ID-CPA, this is not a necessity in our security notion.
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5 Generic Construction of Time Capsule Signature

We now describe our generic construction of time capsule signature scheme. Our
construction is based on the identity-based trapdoor relation (IDTR) defined in
Sec. 4.

Let (Set, Sig, Verify) be the key generation, signature generation and verifi-
cation algorithms of an ordinary signature scheme, and (Gen, Sample, Extract,
Invert, Check) be the tuples of IDTR.

1. TSSetup: Let k ∈ N be a security parameter. The Time Sever gets (DR,
mtdR) ← Gen(1k) and sets public/secret time release key pair (tpk, tsk) =
(DR, mtdR).

2. UserSetup: Each user runs (pk, sk)← Set(1k) and sets (upk, usk) = (pk, sk).
3. TSig: To generate a time capsule signature on a message m for a future

time t, the signer gets a commitment/witness pair (c, d) ← SampleDR(t),
then computes s ← Sigusk(m‖c‖t). The time capsule signature σ′

t is (s, c).
The signer stores the witness d.

4. TVer: A verifier checks if σ′
t=(s, c) is a valid time capsule signature by

checking whether c ∈ LRt and s is a valid standard signature under public
key upk, that is, check if Verifyupk(m‖c‖t, s) = 1. If both are correct, output
1; otherwise, output 0.

5. TRelease: At the beginning of each time period T , the Time Server gets
tdRT ← Extracttsk(T ) and publishes tdRT as zT .

6. Hatch: To hatch a time capsule signature σ′
t = (s, c), a party computes

d̂← InverttdRt
(c). The hatched signature is σt = (s, c, d̂).

7. PreHatch: To prehatch a valid time capsule signature σ′
t=(s, c), the signer

retrieves stored value d, and sets the prehatched signature to σt = (s, c, d).
However, if TVer(m, σ′

t, upk, tpk, t) = 0, then the algorithm outputs ⊥.
8. Ver: For a given prehatched (or hatched) signature σt = (s, c, d), the verifier

checks the validity of (c, d) by running Checktpk,t(c, d). Then, it verifies s
on m‖c‖t by running Verifyupk(m‖c‖t, s). If both verifications are correct,
output 1; otherwise, output 0.

5.1 Security Analysis

Theorem 1. The proposed time capsule signature scheme is secure if the un-
derlying public key signature scheme is existentially unforgeable against adaptive
chosen message attacks (euf-cma) [16] and the IDTR has the properties of one-
wayness and soundness.

Proof. We prove the security of our proposed time capsule signature scheme
against Game I, Game II and Game III.

Security Against Game I: AI wins the game if he can generate a valid time
capsule signature σ′

t=(s, c) such that c ∈ LRt , and Verupk(m||c||t, s) =1. More-
over, no party can obtain a witness d̃ = InverttdRt

(c) such that Checktpk,t(c, d̃)
= 1, where tdRt ← Extracttsk(t) is released by the Time Server. This contradicts
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the Soundness property of IDTR. Thus, the proposed time capsule signature
scheme is secure against Game I if underlying IDTR satisfies the Soundness
property.

Security Against Game II: We construct an adversary B which breaks the
One-wayness of IDTR with non-negligible advantage if AII forges a valid sig-
nature σ. Let (m∗, t∗, σ∗) be a successful forgery generated by AII . Since the
underlying standard signature scheme (Set, Sig, Verify) is euf-cma, AII has over-
whelming probability to have obtained the corresponding time capsule signature
σ′∗ from oracle TSig rather than forging σ′ on its own.

The game between the IDTR One-wayness challenger and adversary B starts
when the challenger generates DR and mtdR by running Gen(1k). After receiving
DR from the challenger, B interacts with AII in Game II as follows:
B gets a random public/private key pair (pk, sk)← Set(1k), sets (upk, usk) =

(pk, sk), tpk = DR, and gives (tpk, upk) to AII .
B manages a list L = {(mi, ti, si, ci, di)} for answering AII ’s queries on Pre-

Hatch. Let qTSig be the total number of TSig queries made by AII and r be the
random number chosen by B in the interval of [1, qTSig]. B responds to the i-th
TSig query (mi, ti) as follows:

– If i = r, B sends tr to the IDTR One-wayness challenger and receives a
random commitment c ∈ Rtr from the challenger. B sets cr = c and com-
putes sr = Sigusk(mr‖cr‖tr). B returns σ′

tr
= (sr, cr) to AII and stores

(mr, tr, sr, cr,⊥) in the list L.
– If i �= r, B gets a random commitment/witness pair (ci, di) generated from

SampleDR and computes si = Sigusk(mi‖ci‖ti). B returns σ′
ti

= (si, ci) to
AII and stores (mi, ti, si, ci, di) in L.

To simulate oracle TRelease, say on query ti from AII , B relays ti to the trapdoor
extraction oracle Extract simulated by the IDTR One-wayness challenger and gets
tdRti

. If ti = tr, B aborts. Otherwise, B returns zti = tdRti
to AII .

To simulate oracle PreHatch, say on query (mi, ti, si, ci), B checks whether
the query is in the list L or not. If (mi, ti, si, ci) is in the list L, and equal
to (mr, tr, sr, cr), B aborts. If (mi, ti, si, ci) is in the list L, and not equal to
(mr, tr, sr, cr), B extracts di from L and gives a prehatched signature σti =
(si, ci, di) to AII . If (mi, ti, si, ci) is not in L, since AII does not know usk and
this case implies that si is not generated by B on mi‖ci‖ti, due to the euf-cma
assumption of the underlying standard signature, it is negligible to have si be
valid. Hence this case will happen with negligible chance. Therefore, for this
case, B returns ⊥.

When AII outputs the forgery (m∗, t∗, σ∗) where σ∗ = (s∗, c∗, d∗), B veri-
fies whether the forgery passes the verification algorithm Ver, and (m∗,t∗,s∗,c∗)
= (mr, tr, sr, cr). If so, B outputs the witness d∗. Otherwise, it chooses a dB

randomly and outputs dB. The probability that B does not abort during the
simulation and has a right guess of r is at least 1/qTSig since r is randomly cho-
sen. Therefore, if AII forges with a probability ε, B succeeds in breaking the
One-wayness of IDTR with probability ε ≥ ε/qTSig.
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Security Against Game III: To show the security against Game III, we con-
vert any adversary AIII which wins in Game III to a forger F against the
underlying standard signature scheme. F gets pk as an input, and has access
to signing oracle Sig of the signature scheme as described in the euf-cma model
[16]. F simulates Game III for AIII as follows:
F gets (DR, mtdR)← Gen(1k) and gives (upk, tpk, tsk) = (pk, DR, mtdR) to

AIII . F simulates TSig on query (mi, ti) by getting (ci, di)← SampleDR(ti) and
obtaining si ← Sig(mi‖ci‖ti) from signing oracle Sig. F stores (mi, ci, di, ti) in
a list L = {(mi, ci, di, ti)} for answering AIII ’s queries to PreHatch. To simulate
PreHatch on query (mi, ti, si, ci), F verifies if si is a valid signature on mi‖ci‖ti.

– If si is valid, F checks if (mi, ci, ti) is in the list L. If so, F gives the corre-
sponding di to AIII . Otherwise, si is a new signature value and F succeeds
in producing a new forgery si on mi‖ci‖ti.

– If si is not valid, F returns ⊥ due to the same reason as shown above in the
Security Against Game II.

Finally, when AIII outputs a forgery (m∗, t∗, σ∗
t ) where σ∗

t = (s∗, c∗, d∗), F out-
puts a signature s∗ on message m∗‖c∗‖t∗. Therefore, ifAIII succeeds with a prob-
ability ε, F succeeds in producing a new forgery with at least probability ε. 	


6 Distinguishable Time Capsule Signature

As discussed in Sec 3.3, the ambiguity between a prehatched signature and a
hatched signature may not be desirable in practice. Moreover, in some scenarios,
there are demands to distinguish a prehatched signature from a hatched signa-
ture. In the case of debt repayment, as an example, if a borrower repays his debt
before the actual due date, he can improve his credit history or get extra reward.
Then the signature for validating the payment check should be determined on
whether it is prehatched or hatched.

Our generic construction of time capsule signature can be extended to cap-
ture the need of distinguishability. In the following, we first extend the IDTR
(identity-based trapdoor relation). We then modify our construction based on
the extended IDTR.

6.1 Extended IDTR

The extended IDTR (identity-based trapdoor relation) has seven PPT algo-
rithms associated (Gen, Sample, Reveal, Extract, Invert, CheckS, CheckI). The
settings of Gen, Sample, Extract, and Invert remain the same as in IDTR. Re-
veal is used to print out a ‘sampled’ witness. Check in IDTR is replaced by two
separated functions CheckS and CheckI, which are used to check the validity of
sampled witness and inverted witness, respectively.

– Reveal: Given c ∈ LRid
, if there is a pair (c, d) in a sampling list defined by

List = {(c, d, id)} where (c, d)← SampleDR(id), Revealid(c) returns witness
d. Otherwise, it returns ⊥.
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– CheckS: For any (c, d) ← SampleDR(id), we have CheckSDR,id(c, d) return
1 (accept); otherwise, it returns 0 (reject).

– CheckI: Given (c, d̂) ∈ Rid, where d̂ ← InverttdRid
(c), CheckIDR,id(c, d̂) re-

turns 1 (accept). Otherwise, it returns 0 (reject).

With this modification, the extended IDTR can be used to achieve another
property called Hiding, which is beyond One-wayness and Soundness. Hiding cap-
tures a malicious system master (e.g. a malicious Time Server) who aims to forge
a sampled witness for a given commitment.

– Hiding: Let OSample and OReveal be oracles simulating the procedures of Sam-
ple and Reveal, respectively, where OSample only returns a commitment for
each query. Let Query(A, OX) be the set of queries an algorithm A asked to
OX, where X can be Sample or Reveal. Note that A can only obtain commit-
ment c from OSample. It states that the following probability is negligible for
all PPT algorithm A:

Pr[CheckSDR,id∗(c∗, d∗) = 1 ∧ c∗ ∈ Query(A, OSample)
∧ c∗ /∈ Query(A, OReveal)|(DR, mtdR)← Gen(1k);

(c∗, d∗, id∗)← AOSampleOReveal(DR, mtdR)]

For One-wayness and Soundness, we refer readers to Sec. 4 for their definitions
while replacing Check in One-wayness with CheckS and CheckI, and replacing
Check in Soundness with CheckI.

6.2 A Generic Construction of Extended IDTR

Let E be an IBE scheme. Let E .Enc(mpk, id, m; r) be E ’s encryption algorithm
which encrypts message m under identity id and master public key mpk using
randomness r. We say that E is injective if it satisfies the following condition:

Injective: For every master public key mpk and every identity id, for every
ciphertext e of a message m under mpk and id, there exists at most one
randomness r such that e = E .Enc(mpk, id, m; r).

In the literature, many IBE schemes are injective, like BasicIdent and FullIdent
proposed by Boneh and Franklin [7], and Waters’ IBE [23].

Suppose E = (Setup, Extract, Enc, Dec) is an injective encryption scheme with
IND-ID-CPA security [7], MSP is the message space, and RSP is the space
of randomness used in E .Enc. Let f : {0, 1}�(k) → RSP be a one-way function
(or a hash function). We now give a generic construction of extended IDTR as
follows.

– Gen: On input 1k, run E .Setup(1k) to generate a master key pair (mpk, msk)
and set DR = mpk and mtdR = msk.

– Sample: On input DR and id, randomly select m ∈MSP and s ∈ {0, 1}�(k),
compute r = f(s), and run E .Enc(DR, id, m; r) to generate a ciphertext e of
m under the identity id. Store (id, c, d) = (id, (e), (m, s)) into a sampling list
List and return (c, d).
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– Extract: Given mtdR and id, run E .Extract(mtdR, id) to generate the cor-
responding private key skid with respect to the identity id, and return
tdRid

= skid.
– Invert: Given tdRid

and c, run E .Dec(DR, tdRid
, c) to get the plaintext m,

and return d̂ = (tdRid
, m).

– Reveal: Given c ∈ LRid
, check if there is an entry for c in the sampling list

List = {(id, c, d)}. If so, return the corresponding d; otherwise return ⊥.
– CheckS: For any pair (c, d) output by algorithm Sample on input DR and id,

we have that (c, d) = ((e), (m, s)). Check if E .Enc(DR, id, m; f(s)) = e. If so,
return 1 (accept); otherwise return 0 (reject).

– CheckI: For any (c, d̂) ∈ Rid, where d̂← InverttdRid
(c), we have that (c, d̂) =

((e), (skid, m)). Check if m = E .Dec(DR, skid, e). If so, return 1 (accept);
otherwise, return 0 (reject).

Theorem 2. The above scheme is a secure extended IDTR scheme, provided
that the underlying IBE scheme E is IND-ID-CPA secure, and function f is
one-way.

Due to page limitation, we will provide the proof of Theorem 2 in the full paper
[17].

6.3 Extended Time Capsule Signature

The Ver function in time capsule signature can also be separated into two func-
tions accordingly: VerP is to verify the prehatched signature, VerH is to verify
the hatched signature. The generic construction of time capsule signature based
on IDTR can then be modified as follows:

– VerP: For a given prehatched signature σt = (s, c, d) on m, a verifier checks
if CheckStpk,t(c, d) outputs 1 and Verifyupk(m‖c‖t, s) outputs 1. If both of
the verifications are correct, output 1; otherwise, output 0.

– VerH: For a given hatched signature σt = (s, c, d̂) on m, the verifier compares
the current time with t. If the current time is smaller than t, it returns ⊥
indicating that hatching cannot be done at the moment. Otherwise, the ver-
ifier determines if CheckItpk,t(c, d̂) outputs 1 and Verifyupk(m‖c‖t, s) outputs
1. If both of the verifications are correct, output 1; otherwise, output 0.

In the construction of [13], the Time Server should be fully trusted and it is
assumed that the Time Server would not collude with any malicious user and
release some time trapdoor zt before t. Otherwise, there is no way to distinguish
whether a signature is pre-hatched by the actual signer or hatched by a malicious
Time Server. In our distinguishable time capsule signature, we make this act of
a malicious Time Server distinguishable. Below is the formal security model. Let
k ∈ N be a security parameter.

Game IV: Let SIV be the game simulator.
1. SIV executes TSSetup(1k) to get (tpk, tsk) and UserSetup(1k) to get

(upk, usk).
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2. SIV runs AIV on upk, tpk and tsk. During the simulation, AIV can
make queries onto TSig, and PreHatch.

3. AIV is to output (m∗, t∗, σ∗).
AIV wins if VerP(m∗, σ∗, upk, tpk, t∗) = 1, and AIV has never queried
PreHatch(m∗, t∗, ·).

A time capsule signature scheme is secure in Game IV if for all PPT algorithm
AIV , it is negligible for AIV to win the game.

Now we prove the security of our proposed time capsule signature scheme
against Game IV.

Theorem 3. The extended time capsule signature scheme is secure in Game
IV if the underlying extended IDTR scheme has the Hiding property, and the
standard signature scheme is existentially unforgeable against adaptive chosen
message attacks (euf-cma) [16].

Due to page limitation, we will provide the proof of Theorem 3 in the full paper
[17].

7 Conclusion

Time Capsule Signature is a promising technique for various E-Commerce appli-
cations. In this paper, we improve the security model of time capsule signature,
construct a generic and provably secure time capsule signature scheme based
on a new primitive called identity-based trapdoor relation (IDTR), and show
that IDTR can be implemented efficiently by proposing two instantiations. We
believe that the IDTR itself is of independent interest and may be implemented
by other techniques. We leave these as our further investigations.
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Abstract. We present a method to create a forged signature which will
be verified to a syntactically well-formed ASN.1 datum, when certificate
authorities use small RSA public exponents such as 3. Our attack is re-
lated to the technique which Daniel Bleichenbacher reported recently,
but our forged signature is well-formed ASN.1 datum, unlike Bleichen-
bacher’s original attack: thus our new attack is still applicable to certain
implementations even if these are immune to the Bleichenbacher’s at-
tack. We have also analyzed the parameters which enable our attack
and Bleichenbacher’s, and found that both attacks are possible with the
combination of existing public keys of widely-trusted certificate authori-
ties and existing real-world implementations. We have already reported
the vulnerability to developers of both GNUTLS and Mozilla NSS to fix
their implementations.

List of Keywords: vulnerability, attacks, certificate verification.

1 Introduction

In this paper we present an attack against some implementations of RSA sig-
nature verification for small public exponents. More precisely, given (n, e) an
RSA public key of a certificate authority (CA), and given h a digest value of
a certificate, we present a method to generate a forged signature which, after
verified by the public key, will be accepted as a “correct” RSA signature data
by several RSA implementations.

The attack is a variant of the attack which Daniel Bleichenbacher presented
at the rump session of CRYPTO2006 [1]. His attack generates a syntactically
ill-formed signature with some garbage data at the tail of decoded data. Our
version of the attack, instead, generates at least syntactically well-formed data,
enclosing similar “garbage” data inside the DER data packet. Therefore, some
software (e.g. GNUTLS) is vulnerable to our attack, although it is not vulnerable
for Bleichenbacher’s attack.

The possibility of exploits using such garbage data seems to be understood
by several independent parties: at least OpenSSL has added a check routine for
those garbage data before we reported a specific attack [8]. Our contributions
are (1) we found similar misimplementation in other two SSL implementations
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(GNUTLS [4] and Mozilla NSS), and (2) we constructed a practical attack and
give an analysis on it.

In October 2006, NIST has published a technical notice [6] about the vul-
nerability which Bleichenbacher has discovered. However, the notice urges im-
plementors to ensure that they checks the non-existence of garbages at the tail
of signature messages, which Bleichenbacher has used for constructing the at-
tack, but it overlooks about other possibilities for attacks, like one presented in
this paper. Thus, for example, the notice cannot address the issue on GNUTLS
(which is not vulnerable for Bleichenbacher’s original attack). We believe that
it is important to share the technical backgrounds of such vulnerabilities with
researchers and implementors by putting it into the form which can be easily
referred, so that they can not only fix their implementations but also avoid
resurrecting the bugs in future software.

The rest of the paper is organized as follows: we describe Bleichenbacher’s
original attack in Section 2. In Section 3 we present our new attack and the pre-
cise way of generating forged signatures. The next section analyzes the conditions
and possible extensions for our attack. A real case of misimplementations and
measures we have taken are described in Section 5. Section 6 discusses about
possibilities of similar vulnerabilities caused by other misimplementations. In
Section 7 we conclude this paper and gives some suggestions for implementors
of RSA signature verification.

2 The Bleichenbacher’s Attack

In this section we describe the original attack which Bleichenbacher presented at
the rump session of CRYPTO2006. It uses the fact that some TLS implementa-
tions do not check whether there are any excess data after the ASN.1 packet in
the decoded message datum. A correct RSASSA-PKCS1-v1 5 signature message
(see [10] for details) with MD5 digest, after RSA verification primitive (RSAVP1 )
is applied, looks like the following (shown in hexadecimal representation):

0x0001FF......................FF

003020300c06082A864886F70D020505000410[ h ],

where [ h ] is the 128-bit MD5 digest value of the certificate signed. A DER-
encoded DigestInfo block for signature data containing h, which is shown in the
second line, is padded with the PKCS #1 block type 1 padding in the first line.
The length of the whole data is adjusted to the length of CA’s public key before
applying the signing primitive using the CA’s secret key.

Bleichenbacher’s attack generates a forged signature which will be decoded
by the verification primitive to the message

0x0001FF......FF

003020300C06082A864886F70D020505000410[ h ]

garbage .
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Since the RSA verification primitive RSAVP1 (s) = se mod n, if the above mes-
sage become a perfect cube of an integer, and if the public exponent e of CA’s
key is 3, to reverse the verification operation (to make a signature which will
generate the above message) is just to take a cubic root, disregarding n. As there
are a lot of garbage bits in the above message, it is easy to adjust the garbage
so that the whole datum becomes a perfect cube. Most simply, it can be done
by setting the “garbage” to 0, taking its cubic root, then taking its ceiling. Of
course the datum above is an invalid message as a verified signature, but many
existing implementations such as OpenSSL and Mozilla NSS have accepted such
a signature.

Bleichenbacher’s presentation at CRYPTO2006 was a bit more interesting
than the above description: he says that even taking a cubic root is not required
when the public key length is a multiple of 3, because if the padding length is
neatly adjusted, it can be factored to a perfect cube by using a pencil and paper.
Note that it is not the key element of the attack, however.

3 The Variant: The New Attack on “Parameters” Field

In this section we describe the attack we have reported to the developers of
GNUTLS [7] and Mozilla NSS [5]. Similarly to the Bleichenbacher’s attack, our
attack targets a CA’s public key with a small exponent. This attack is applicable
for both MD5 and SHA-1 hash algorithms when the public key length is 1024
bits or more, and also for other hash algorithms such as SHA-256 and SHA-512
if the public key length is long enough. For simplicity, the rest of this section
assumes that the key length of CA’s public key is 1024 bits, the exponent e is 3,
and the MD5 digest algorithm is used.

The attack aims to create a signature which generates the following message
after decoded by RSAVP1 verification primitive (i.e., cubed),

0x0001FFFF003079306506082A864886F70D02050459

89-byte garbage 0410[ h ]

The “meaning” of this datum is as follows:

0x0001FFFF00 ;; PKCS#1 padding
3079 ;; digestInfo: SEQUENCE

3065 ;; digestAlgorithm: SEQUENCE
06082A864886F70D0205 ;; algorithm: OID (MD5)
0459 (89 bytes of garbage) ;; [parameters]

0410 (16 bytes of h) ;; digest: OCTET STRING

Unlike Bleichenbacher’s attack, the whole datum is now a well-formed PKCS
#1-padded DER datum1. The total length of the datum is adjusted to 1024
bits.
1 PKCS #1 states that FFs in the padding must at least be 8 bytes. In other words, it
requires signers to choose long-enough keys to make a signature, depending on the
length of the datum to be signed. Some implementations (e.g. OpenSSL) check this
condition also as a verifier, but some implementations (e.g. GNUTLS) do not.
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There is a usually unused field called “parameters” inside “digestAlgorithm”
field. The purpose of that field seems to be putting additional data such as
initial vectors required by some digest algorithms (e.g., HMAC-based one, we
guess). The datatype of this field is depending on the hash algorithm specified
in the “algorithm” field, and it is defined as “ANY DEFINED BY algorithm
OPTIONAL”. For simple digest algorithms such as MD5 and SHA-1, this field
must be NULL (05 00). Correct implementations must check the type of this
field after reading the object identifier (OID) in “algorithm”. However, many
implementations omit this check and simply treat this field as “ANY”2. The
above exploit datum put a meaningless 89-byte OCTET-STRING in that field
instead of NULL, which is later adjusted to make the whole datum a perfect
cube, like Bleichenbacher’s original attack.

3.1 The Algorithm

The construction of forged signature is now slightly complicated than that for
the original: we now have to fix the bits both before and after the garbage in
the verified message. For fixing the prefix part, we use the same method as that
of Bleichenbacher’s. And, for the postfix part, we combine another calculation.

When the digest value of the certificate to be forged (h) is an odd number,
the following algorithm generates the forged signature s:

1. Let Mmin be 0x0001FFFF003079306506082A864886F70D02050459× 2856.
This is the possible minimum value for the decoded message (after RSAVP1
is applied) for this attack.

2. Let Smin be
⌈

3
√

Mmin

⌉
. This is the possible minimum value for the signed

signature (before RSAVP1 is applied).
3. Let h′ be 0x0410× 2128 + h, where h is the digest value of the certificate to

be forged.
The value of 144-bit integer h′ is the fixed postfix for the signature we

are generating. (128 bits for the hash value and 16 bits for two fixed bytes
“0x0410”.)

4. Construct a 144-bit integer y which satisfies y3 ≡ h′ (mod 2144). The integer
y exists when h′ is an odd number, and can be obtained by the following
algorithm.
(a) Let y ← 1.
(b) Iterate i from 1 to 143, and for each i do:

– If y3 ≡ h′ (mod 2i+1), do nothing.
– Otherwise, assign y ← y+2i. The relation (y+2i)3 ≡ h′ (mod 2i+1)

always holds in this case.
This step takes at most only 143 steps of cubing operation.3

2 Some reasons of this misimplementations might be that (1) if a generic DER parser
is used, it is not possible to check the type of the parameters field inside the parser
(because the parser does not know the correct type), and (2) there is no digestAl-
gorithm which uses this field in their protocol implementations.

3 In fact, for e = 3, lowest 3 bits of y can be simply computed as h′ mod 8.
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5. If y < (Smin mod 2144), let x be
⌈
Smin/2144

⌉
× 2144. Otherwise, let x be⌊

Smin/2144
⌋
× 2144.

6. Let s be x + y. This s is the smallest integer not less than Smin and whose
least significant 144 bits are equal to y. This s is the forged signature for the
certificate with the digest value h.

If h is even, the step 4. in the above algorithm gives no solution. For this
case, we can still perform the similar operation after adding the public modulus
n of the CA’s key to Mmin, and adding the lower 144 bits of n (this is an odd
number) to h (so that the value (s3 mod n) = (s3 − n) becomes the forged
signature, instead of s3).

3.2 An Example

The signature datum

00000000000000000000000000000000
00000000000000000000000000000000
00000000000000000000000000000000
00000000000000000000000000000000
00000000000000000000000000000000
0000000000014289F9E149612CAEC814
A4EEA8793CFDEBBBC8DCD61DCD56CB40
DEC7DBEE995670D0F2594318F68AB50D

is a forged signature for the certificate of digest

ABA548B7F12DF4577C26A9274CA37F95

signed by a CA with e = 3, because the cube of the datum becomes the message
below.

0001FFFF003079306506082A864886F7
0D0205045900000000000E25E4BE3765
C524507FBB23560E94B179E9D91E0BC0
2B900C78139FD1032E1E5AFF0B5B0ABC
0BA7FC8B7D019A67DF3116B536DE7018
0BF7D3EBC543FF46CAD6228C07D2D33E
27776166FE9708DCF6ABE89FEE080410
ABA548B7F12DF4577C26A9274CA37F95

The italic part above is the garbage parameter field. The calculation can be done
instantly even by using any scripting languages with a big-integer functionality
(e.g. Ruby).

3.3 Extentions to Different Parameters

This method is also applicable for other digest algorithms or other public key
lengths, by taking an appropriate Mmin so that it is a “correct” prefix for the
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resulting signature as a DER packet. To use another digest algorithm, constants
such as 144 and 128 must also be changed according to the digest length.

The method can also be extended to the attacks against CA’s keys which uses
public exponent e which is other than 3. However, it makes real attacks difficult,
as discussed in the next section.

4 Analysis

4.1 Conditions for Successful Forgeries

For the resulting signature s to be accepted as a “valid” signature, the value
decoded by the verification primitive (s3) must have a correct ASN.1 format
shown in Section 3. This gives some restrictions on public key lengths and digest
algorithms.

Let x and y be the value computed in the previous section, then

s3 = (x + y)3

= x3 + 3x2y + 3xy2 + y3

= Mmin + (x3 −Mmin) + 3x2y + 3xy2 + y3,

holds. The value of last four terms must be fit in to the space shown as “garbage”
and the digest value, and must not overwrite the fixed prefix part of the decoded
ASN.1 message. Thus, the sum of four terms (x3 −Mmin), 3x2y, 3xy2, and y3

must not overwrite the bits from Mmin. In addition, the lower bits of s3 must
hold valid information for the hash value (h′).

For a 1024-bit public key with the MD5 algorithm, the condition always holds
(at least when GNUTLS or Mozilla NSS is used as a target: see Section 5 for
the OpenSSL’s case). This can be checked in the following way.

– Since x is about 337 bits and y is at most 144 bits, 3x2y generates at most
820-bit value. Because the space left in Mmin is 856 bits (see the definition
of Mmin), this term does not overwrite the bits from Mmin.

– Other terms x3 −Mmin, 3xy2, and y3 are negligible compared to the above.
– As the lower 144 bits of x is zero, the lower 144 bits of s3 matches the value

h′ ( = y3 mod 2144).

We have also checked that the attack is also possible for SHA-1 hash algorithm
with 1024-bit (or longer) public keys, in this case y is 176 bits, x’s length is the
same as that for MD5’s case, and the space left for garbages and the digest
is 880 bits (because the object identifier for SHA-1 is 24-bit shorter than that
for MD5). If any hash algorithms which have longer digest values (for example,
SHA-256) are used, the length of public key must become larger.

4.2 Conditions with Other Public Exponents

If the public exponents get much larger than 3, the exploit become infeasible.
we analyze the conditions for the same attack with the case of e > 3. Hereafter,
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let LP be the length of the fixed prefix in Mmin which must be unmodified by
other terms4, LH be the length of the fixed postfix (the length of y), and |n| be
the length of the public key.

For a valid forged signature to exist for any h, it is sufficient that any integer
between

⌈
e
√

Mmin

⌉
and

⌊
e
√

Mmin

⌋
+ 2LH becomes a well-formed signature. It

means that
Mmin + 2|n|−LP >

(
e
√

Mmin + 2LH

)e

must hold, where Mmin ∼ 2|n|−15 (see the example value of the decoded forged
signature in Section 3). We can see obviously that we need e

√
Mmin � 2LH .

Assuming this, the right-hand side can be expanded as

Mmin + 2|n|−LP > Mmin + e · 2LH

(
e
√

Mmin

)e−1

+ · · · ,

thus

2|n|−LP−LH > e
(

e
√

Mmin

)e−1

+ · · ·

|n| − LP − LH > log2 e +
e− 1

e
log2 Mmin + · · ·

e|n| − e(LP + LH) > e log2 e + (e− 1)(|n| − 15) + · · ·
∴ |n| > e log2 e− 15(e− 1) + e(LP + LH) + · · ·

is required.
For MD5’s case (where LP = 168 and LH = 144) this condition means that

public keys longer than about 1512 bits are required when e = 5. The required
key length will become about 2120 bits when e = 7, 12416 bits when e = 41,
and about 20.5 million bits when e = 65537. Considering current trends of the
public key lengths, the attack is not realistic when e is about 33 (which makes
the attack impossible even for 8192-bit public keys) or more.

Figure 1 shows the required public key lengthes for various e and hash algo-
rithms used.

4.3 Comparison with the Bleichenbacher’s Original Attack

In Bleichenbacher’s original attack, as shown in Section 2, all garbages are put
at the tail of the decoded signature. Izu et al. [3] have analyzed this case (named
“extension 1” in their paper) based on information amounts analysis, but in this
section we do the same thing in a bit more detailed way.

The Bleichenbacher’s attack is correspond to the case where the LP -bits prefix
contains both DER.1 header and hash value (that is, LP equals to (LP + LH)
in our attack), and there is no fixed postfix (i.e. LH = 0).

4 As DER format (ASN.1) uses a variable-length representation of integers, the actual
value of LP gets few bytes larger when the number of bytes in the garbages exceeds
127. We ignore this because the change contributes little to the result.
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Fig. 1. Required public key lengthes for various e and hash algorithm used for
signatures

As you can see, the condition for a successful attack only depends on the sum
of fixed bits (LP + LH), and not on how those bits are distributed in the target
value. Thus, those two attacks are as same as easy, regarding the required length
of public keys.

Note that Izu et al. state that the attack is impossible for 1024-bit public
keys, which contradicts our result. This is because they assume the OpenSSL’s
behavior (checking the length of padding as a signature verifier).

5 Vulnerabilities in Several Existing Libraries

Several existing libraries were vulnerable to this attack. We have reported this
vulnerability to the developers of GNUTLS and Mozilla NSS (Netscape Security
Service).

GNUTLS was vulnerable to this variant of attack and fixed in version 1.4.3 [4].
GNUTLS was not vulnerable for the original Bleichenbacher’s attack.

Mozilla NSS was vulnerable for both our variant and the original attacks. The
developers say that this variant was reported by several parties [5] independently
and was fixed in Firefox 1.5.0.7.

OpenSSL was also vulnerable for both attacks. The developers found (at least
possibility for) this variant by themselves and fixed their implementation in
version 0.9.8c [9]. Interestingly, the variant attack for OpenSSL requires public
key slightly longer than 1024 bits, because the software requires at least 8 bytes
of FFs for PKCS#1 padding, which reduces the garbage space by 48 bits.

The impact of the variant is almost the same as Bleichenbacher’s original
attack: if any of trusted root certificate authorities (CAs) has used an RSA key
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with its public exponent e = 3, anyone can create a forged certificate which seems
to be signed by that CA. Among the root certificates distributed with Debian
GNU/Linux, four root CAs use RSA keys with e = 3 (one is 1000-bit long, and
the other three are 1024-bit long). In addition to this, if any trusted CAs (that
can be using exponent other than 3) had signed a public key with e = 3 as an
intermediate CA, there are also possibilities for forgeries. It is unknown there
are such keys in the world.

6 Possibilities for Other Similar Exploits

We have also investigated several other possibilities for exploits. As the DER
data format, which ASN.1 uses, is not always canonical, the representation for
the signature has some flexibilities. Furthermore, there are several programming
pitfalls which many implementors fall into. Currently, the following observations
have been achieved:

– In GNUTLS, a parsing routine for OIDs suffers from integer overflow con-
ditions. It does not properly check the overflow of integer elements of iden-
tifiers. For example, the datum “90 80 80 80 00” (represents 232) is parsed
as 0. Furthermore, if several bytes, with most-significant bits set to 1, are
prepended to the above datum, it will also be parsed as the same identifier.
Fortunately, it seems difficult to exploit this mis-implementation by a similar
method as our exploit, since attackers must control every eighth bits of the
“garbages” to 1.
OpenSSL does not suffer from this property, because it handles an OID as
a DER-encoded string (in the canonical (shortest) form), not as a list of
encoded integers.

– GNUTLS has another mis-implementation in the handling of integer overflow
in the length field of DER elements. There is a code which checks for the
overflow, but it does not detect every cases of overflow. However, by the
same reason as the above, it seems not to be exploitable.

7 Conclusion

7.1 Summary

We have constructed a new variant of Bleichenbacher’s recent attack against RSA
signature verification process. The attack uses the “parameters” field inside the
DER encoding of ASN.1 signature datum. All of three famous open-source TLS
libraries were vulnerable to this attack, and these are now fixed.

7.2 Recommendations for Implementors

After announcement of the original attack by Bleichenbacher, NIST has released
an announcement letter [6] regarding the attack. However, the announcement
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only refers to garbage in the tail of signature message, but not to the parameters
field inside the ASN.1 data structure. We suggest that they should also mention
to the variant described as well as other possible fields which can have redundant
representations.

We also propose several recommendations for possible implementors of RSA
signature verification routines.

– First of all, implementors must carefully put every possible checks for the
validness of the input data. Often it is said that protocol implementations
should “be liberal in what you accept, and conservative in what you send” [2],
but this should not be applicable for implementations of security protocols.

– When verifying PKCS #1 signature using RSASSA-PKCS1-v1 5, it is better
to follow the method show in the PKCS #1 v2.1 document: i.e. instead
of using generic ASN.1 parsers, the decoded signature should be directly
compared against fixed bit patterns of valid signatures.

– They may reject signatures which is too small: The difficulties of revers-
ing RSA signing operation depends on the use of the public modulus n in
the verification primitive. Rejecting too small value for signatures (see Sec-
tion 3.2 for an example of such signatures) will reject both Bleichenbacher’s
and our variants of the attack. The possibility to reject the valid signature
in this method can be made negligible: for example, when signatures smaller
than 2|n|−96 are rejected, there is only 2−80 possibility for rejecting a true
signature.

– If it is possible, they should avoid use of CAs with small public exponents.
– The current version of OpenSSL implements much stricter checking for the

length of the PKCS #1 padding than one specified in [10]. Paddings are
specified to be at least 8 bytes, but these always become much longer in real
applications. The stricter check effectively checks the length of the signature
message before a padding is added. This might also be effective for preventing
similar attacks.
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Abstract. The central goal of Public Key Infrastructure (PKI) is to
enable trust judgments between distributed users. Although certificates
play a central role in making such judgments, a PKI’s users need more
than just knowledge of certificates. Minimally, a relying party must able
to locate critical parameters such the certificate repositories and certifi-
cate validation servers relevant to the trust path under consideration.
Users in other scenarios may require other resources and services.

Surprisingly, locating these resources and services remains a largely
unsolved problem in real-world X.509 PKI deployment. In this paper,
we present the design and prototype of a new and flexible solution for
automatic discovery of the services and data repositories are available
from a Certificate Service Provider (CSP). This contribution will take
real-world PKI one step closer to achieving its goal.

Keywords: PKI, Service Discovery, Certification Authority, Digital
Certificates.

1 Introduction

The central goal of Public Key Infrastructure (PKI) is to enable trust judgments
between distributed users. At is core, PKI depends on certificates: signed bind-
ings of public keys to keyholder properties. Effective use of PKI requires use of
these certificates; however, effective use of certificates requires many additional
services, such as OCSP servers, CRL repositories, timestamping services, etc. As
a consequence, client-side PKI tools need to be able to discover and use these
services; server-side PKI tools need to be able to provide these services and
enable client tools to discover them.

Unfortunately configuring these tools to carry out these tasks is painful for
both server administrators and end users, thanks to badly written User Interfaces
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(UI) and overly detailed configurations. Certification Authorities barely publish
access details on their official websites; even data as basic as the URLs for
provided services and repositories are usually omitted. As a result, if a CA
provides a new service (e.g. OCSP [1]) or a new data repository (e.g. LDAP [2]),
users and administrators have difficulty learning of these changes. Furthermore,
certificates already issued could not carry any sign of the new services. It is
unlikely that users (and applications) will be easily aware of the new services if
not directly contacted. This problem impacts even more on users from enterprises
other than the issuing organization, as they have very limited knowledge about
CA’s practices and service locations.

In this paper, we present a new approach to provide a flexible way to automati-
cally discover which services and data repositories are available from a CA. This
flexibility would also facilitate interoperability across different infrastructures.
Section 2 presents the core aspect of our solution: the design and the imple-
mentation of a new (and simple) PKI Resource Query Protocol (PRQP) easing
PKI management both for administrators and final users. Section 3 presents our
prototypes. Section 4 evaluates the performance of our prototypes and the ef-
fectiveness of our solutions. Section 5 reviews other approaches to solving the
problem. Section 6 concludes with some directions for future work.

2 The PKI Resource Query Protocol

To solve this problem, we define the PKI Resource Query Protocol (PRQP) for
finding any available PKI resource from a particular CA. In PQRP, the client
and a Resource Query Authority (RQA) exchange a single round of messages:

1. the client requests a resource token by sending a request to the server;
2. the server replies back by sending a response to the requesting entity.

The client embeds zero or more resource identifiers (OIDs)—when specifying
exactly the data the client is interested into—in the request token, in order to
specify which subset of CA resources she wants. If the client does not specify any
services by providing an empty list of OIDs in the request, all of the available
data for a particular CA should be returned by the server in the response. The
resources might be items that are (occasionally) embedded in certificates today—
such as URLs for CRLs or OCSP or SCVP—as well as items such as addresses
of the CA homepage address, the subscription service, or the revocation request.

Fig. 1 shows an example of this protocol: an SSL web server needs to retrieve
the revocation status of a user’s certificate. (Here, the Web server is the PQRP
requesting client.) At first (step 1), the web server receives the user’s certificate
from the browser. The web server looks at the issuer identifier in the certificate
and builds up a PRQP request asking the RQA for the location of the OCSP
server of the issuing CA (step 2). The RQA provides (step 3) the web server with
the URL of the requested service, as configured on the RQA. In this particular
example only the OCSP URL is requested, and therefore only the locator for
such service is put in the response. The web server, then, continues with the
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Fig. 1. A web server uses PRQP to help verify a user certificate

normal validation procedures (step 4) by using the provided URL to directly
access the OCSP server.

2.1 Resource Query Authority (RQA)

In our protocol, an RQA can play two roles. First, a CA can directly delegate
an RQA as the party who can answer queries about its certificates, by issuing
a certificate to the RQA with a unique value set in the extendedKeyUsage (i.e.
prqpSigning). The RQA will provide authoritative responses for requests re-
garding the CA that issued the RQA certificate. Alternatively, an RQA can act
as Trusted Authority (TA) (“trusted” in the sense that a client simply chooses to
trust the RQA’s judgment). In this case, the RQA may provide responses about
multiple CAs without the need to have been directly certified by them. In this
case, provided responses are referred to as non-authoritative, meaning that no
explicit trust relationship exists between the RQA and the CA. To operate as a
TA, a specific extension (prqpTrustedAuthority) should be present in the RQA’s
certificate and its value should be set to TRUE. In this configuration the RQA
may be configured to respond for different CAs which may or may not belong
to the same PKI as the RQA’s one.

2.2 The Message Format

A PRQP request contains several elements. The protocol version is used to
identify whether the client or the RQA is capable to handle the request for-
mat. (Currently, v1 is the only allowable value.) The NONCE (optional) is a ran-
dom number long enough to assure that the client will produce it only once.
The ResourceRequestToken identifies the resource (e.g. the CA and the ser-
vice itself). The MaxResponse identifier tells the RQA the maximum number of
ResourceResponseToken that may be present in the response.
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The ResourceRequestToken contains a CA’s target certificate identifier and
optionally one or more ResourceIdentifier fields. If one or more are provided
in the request, the RQA should report back the location for each of the requested
services. If no ResourceIdentifier is present in the request, the response
should carry all the available service locations for the specified CA (with re-
spect to the MaxResponse constrain). Extensions can be used for future protocol
enhancement.

The PRQP response also contains several elements. Again, the protocol ver-
sion identifies the response’s version. The NONCE, if present, binds the response
to a specific request. The usage of the NONCE is meaningful only in signed re-
sponses and its value must be copied directly from the corresponding request.
The status data structure (PKIStatusInfo) carries the response status and, in
case of error, a description of the cause. The ResourceResponseToken is used to
provide the pointers to the requested resources (one for each requested service).
Optional Extensions may be added if requested.

Discussion. When designing the protocol, we paid special attention to several
aspects: simplicity, security, message complexity, and RQA address distribution.

An important target of the protocol design was simplicity. By keeping the
protocol very simple, its adoption would not add a big additional burden to PKI
management, nor to applications and developers.

Security was another major concern. The PRQP provides URLs to PKI re-
sources, therefore it only provides locators to data and services, not the real
data. It still remains client’s job to access the provided URLs to gather the
needed data, and validate the data (e.g., via signatures or SSL). Because of this
consideration, both the NONCE and the signature are optional in order to provide
flexibility in how requests and responses are generated. Also, it is then possible to
provide pre-computed responses in case the NONCE is not provided by the client.
If an authenticated secure channel is used at the transport level between the
client and the RQA (e.g. HTTPS or SFTP) signatures in requests and responses
can be safely omitted.

We also analyzed the level of complexity of messages. Some type of services,
e.g. delta CRLs, can be directly detected upon data downloading. However, if a
client is looking for a specific version of a protocol or data type, a fine-grained
query system can reduce server load by only permitting data download when
the requesting client actually supports that version.

We considered two different candidates for the PRQP message format: eXten-
sible Markup Language (XML) and Distinguished Encoding Rules (DER). The
adoption of the Abstract Syntax Notation (ASN.1) to describe the data structures
would let the software developer to provide either DER or XML-based imple-
mentations of the protocol. However we think that a DER-based implementation
of PRQP is the best choice because of compatibility considerations with existing
applications and APIs. Moreover DER encoded messages are smaller in size then
XML encoded ones and almost all PKI aware applications already support it.

Last but not least considered issue was the distribution of the RQA’s address.
We envisage two different approaches. A first option would be to use the AIA
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Fig. 2. AutoPKI General Design

and SIA extensions to provide pointers to RQAs. Although this approach seems
to be in contrast with considerations provided in 5.1, we believe that by using
only one extension to locate the RQA would provide an easy way to distribute
the RQA’s URL. The size of issued certificates would be smaller, thus providing
a more space efficient solution. A second option is applicable mostly in LANs and
consists in providing the RQA’s address by means of DHCP. This method would
be mostly used when a trusted RQA is locally available. These two techniques
can then be combined together.

3 Prototype

To bring our solution into practice, we built AutoPKI, a prototype implemen-
tation of the libraries and software support to carry out PQRP in real PKI ap-
plications. The basic idea behind AutoPKI is to provide clients with addresses
of PKI resources and to ease administrators and users from PKI configuration
issues.

Our system differs from previously presented work in that it is aimed to
provide an easy to use location service without providing 3rd party validation or
proxying services (e.g. does not provide services as SCVP [3]).

Our AutoPKI prototypes makes use of the three principal components (Fig. 2):
an Extended DHCP client and server, a Resource Query Authority server, and a
PRQP library.

3.1 The Extended DHCP Client and Server

To bring PRQP into the real world, we need to distribute the addresses of avail-
able RQAs. A naive option is to include the AIA and SIA extensions to carry the
pointer to the RQA directly in digital certificates. This approach works if the CA
of the target certificate provides an RQA. The extension contents would point
to the available RQA and the client could directly discover services provided by
the CA by querying the RQA.
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# generated by /sbin/dhclient-script
queryauthority 130.192.1.23
queryauthority 130.192.1.59

Fig. 3. Example configuration file originated by the extended DHCP client (dhclient)

However, today we could not rely on the presence of RQA pointers in certifi-
cates, yet. Therefore we needed a way to provide clients with a pointer to a local
RQA to query for resources provided by CAs that do not have RQAs. In fact
if no RQA address is present in the certificate, a client application could use a
default configured one.

The DHCP protocol provides sufficient flexibility for this purpose. In particu-
lar it allows the client to request the server to send specific information if needed.
By modifying the configuration (to add specific options both to the client and
the server) it is possible to store the provided addresses in a system-wide con-
figuration file where applications could retrieve the local RQA address. Fig. 3
reports an example configuration file for PRQP1. In case no DHCP server is
available, configuration can be provided by using a simple user interface, also
common practice for DNS configuration on many systems.

3.2 PRQP Library

Our PRQP library can be invoked by applications in order to discover the ad-
dress of a repository or a service. The implemented library provides applica-
tions with easy-to-use functions that handle both the generation and parsing
of requests/responses as well as communication with the designated RQA. The
library makes use of OpenSSL [4] for cryptographic operations such as signature
generation and verification.

The library uses the configuration file generated by the DHCP client in order
to retrieve the address of the RQA. Besides the low-level functionality needed to
manage the PRQP data structures, we also implemented several high-level ones
that help developers to integrate PRQP in their applications.

Along with the library, we built a command line tool that accepts an X.509
certificate and configuration options (e.g. names of requested resources) as input,
and outputs the response both in PEM/DER and in a human-readable format.
The output could then be parsed by any calling application in order to use the
response’s data.

When the command line tool is executed, it performs the following steps: (1)
verifies the user input and load the certificate(s) whose services and/or data are
requested; (2) builds up the PRQP request; (3) parses the global pki configura-
tion file; (4) connects to the configured RQA server via TCP sockets; (5) sends
the request to the server by using the HTTP protocol, in particular we use the
POST method to upload the request to the server; (6) retrieves and parse the

1 Our implementation stores the file as /etc/pki.conf
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RQA response; (7) eventually saves the request and the response in separate
files; (8) prints out the response details in text format;

By using the client library, steps from two throughout six can be performed au-
tomatically. For this purpose we provided the library with the getpkiresources
function which handles all the PRQP details and returns a stack of URL struc-
tures back to the calling application. As the address of the RQA is directly taken
by a global pki configuration file located in /etc/pki.conf which is generated
by the extended DHCP client, no specific knowledge about the PRQP protocol
is required out of the application.

3.3 RQA Server

Because of many similarities between PRQP and OCSP in the basic design we
decided to implement our PRQP responder by using the OpenCA [5] OCSPD [6]
package. This software uses OpenSSL and implements an OCSP responder over
HTTP. To implement PRQP, we modified the software by leveraging the func-
tionality provided by the PRQP library: ASN.1 functions capable to load, parse
and save PRQP data structures by using the I/O abstraction layer of OpenSSL
(i.e. the BIO interface); request and response processing functions; network com-
munication functions to manage the simple HTTP POST method used between
the client and the RQA.

Because of the simple design of OpenCA’s OCSP responder, we could reuse
much part of the original code in order to build PRQP responses instead of
OCSP ones. Currently we support PRQP over HTTP only. We also defined the
“application/prqp−request” and “application/prqp−response” HTTP
content types for PRQP requests and responses, respectively.

Our server is capable to act also as a TA by supporting multiple CAs by set-
ting the appropriate configuration options. Each configured CA and its provided
services have been grouped together in separated sections of the configuration
file, thus being very easy to add new CAs to the server.

4 Evaluation

4.1 Performance

To test the system, we set up a testbed consisting of two computers connected
over a switched Fast Ethernet LAN. On the first machine (Intel Core Duo @ 2.13
GHz, 4GB Ram) we installed the PRQP library and the PRQP server, while on
the second one (Intel Pentium M @ 600MHz, 512MB Ram) we installed the
PRQP library and the command line tool. Both systems were running Linux
2.6.18.3 Kernels on a Fedora Core 6 distribution. On the RQA server, we con-
figured the pointers to services provided by our CA. Each response was digitally
signed by using the RSA algorithm and 1024 bit keys, no crypto hardware was
used.

On the client, we ran several tests that made use of the command line ap-
plication to query the RQA server; in particular, we queried the server with an
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Fig. 4. PRQP Performance Stats

increasing number of requested pointers and repeated the experiment fifty times
each. Although the PRQP enables for caching of responses during their validity
period, no caching of responses has been used during our tests. Response times
are reported in Fig. 4/a.

The results show that the overhead introduced by our system is small—and is
almost negligible for the majority of today’s applications. Moreover, no increase
in response time has been noticed with the number of requested locators.

We also analyzed the size of PRQP requests and responses. Collected data are
shown in Fig. 4/b. Generated requests are considerably smaller in size in respect
to responses. The main reason for this is that we decided not to sign requests
and not to include any certificate in the request (because we envisage this would
be the most common scenario), while the server was signing and including its
own certificate into generated responses.

We also noticed that the size of the responses grows more rapidly than the
size of the requests. This is easily explained by the fact that in the request a
single OID is used to identify the service, whilst in the response a more complex
data structure is used that comprises the actual locators and the validity period
for that information.

4.2 Solving the Problem

To demonstrate that PRQP solves the resource discovery problem, we analyzed
the profile of a population of widely deployed CA certificates.

Our analysis has been focused on two different set of certificates, the ones
embedded into popular browsers (i.e. Firefox, IE and Konqueror) and Mail User
Agents (i.e., Thunderbird, Outlook and KMail) and the ones used in the main
webpages of universities in USA and Europe. Table 1 shows the results coming
from the study of the certificate profiles from the first set. Most of the certificates
do not provide any pointers, thus making it really difficult for applications to cor-
rectly reach PKI related resources. For instance, in the Firefox/Thunderbird cer-
tificate store 66% of certificates has no pointers to any service or data repository
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Table 1. Profile analysis for certificates embedded in major applications

Firefox and IE7 and Konqueror and

Thunderbird Outlook KMail

Total Certs 103 105 112
Self Signed Certs 98 105 103
Non Self Signed 5 0 9
Certs Without Pointers 68 87 89

(not even to CRLs), while for IE7/Outlook this percentage goes up to 82%. This
problem is even worse when taking into account the lifetime of the certificates.
Fig. 5 shows that the majority of the analyzed certificates present a validity pe-
riod that spans over twenty or more years. Indeed, most certificates have lifetimes
far longer than a typical URL—making it risky to solve the resource discovery
problem by simply listing the URL in a certificate. The combination of the two
analysis suggests that updating the contents of embedded CA certificates could
be really difficult. PQRP would solve this problem.

To understand if these results were biased by the requirements imposed by
the application policies, we turned our attention to the second set of certificates.
By contacting all the universities websites [7,8] by using the HTTPS protocol—
where supported—we were able to dump the list of certificates from the servers.
After having retrieved all the certificates, we analyzed the results. From a pool
of 2013 US universities, 1016 support HTTPS. The retrieved certificates were
primarily issued by organizations external to the university (91.4%). In this sce-
nario many certificates were pointing to the same providers, only 35 different
CAs provide certificates for 929 different universities. Most of the certificates
were providing pointers to CRLs and OCSP servers which where, most of the
time, the same across different organizations. We think that the usage of certifi-
cates from commercial vendors, even when an internal CA exists, is due to the
lack of real solutions to achieve interoperability between PKIs.

Results for European universities were quite different. In fact out of 2541
universities, only 745 support HTTPS. However, differently from the US case,
the number of internally2 issued certificates exceeds the number of certificates
from external vendors. We were able to count 414 different providers of which 332
were “internal”. In this environment, where there are many different vendors, we
discovered that more that 54% of certificates did not provided any pointer to PKI
resources. From this results it is therefore evident that also for EE certificates,
such as the ones from university websites, solving the resource discovery problem
by simply listing URLs in the certificate does not provide a working solution.

OASIS conducted a survey [9] about PKI deployment. This survey found that
support for PKI is often missing from applications and operating systems and,
when present, it is always inconsistent in the sense that it differs widely in what

2 Issued by the university’s internal CA.
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is supported. This survey also found that current PKI standards are inadequate
as they are often too complicated and implementations from different vendors
rarely interoperate. It is interesting to notice that seven out of ten reported
problems in the list are related to PKI usability and interoperability.

PRQP could help the deployment of PKIs and PKI-aware applications by pro-
viding a flexible way to automatically discover which services and data reposito-
ries are available from a CA. By providing such a mechanism, support for PKI
basic operations (e.g. certificates validation) could be easily implemented also at
the operating system level.

5 Related Work

Our work focuses on the PKI resources look up problem. This problem does
not only involves the certificate retieval, but also the discovery of new services
whenever they are made available by service providers. In prior work, we see three
primary methods for clients to obtain pointers to PKI data: adopting specific
certificate extensions; looking at easily accessible repositories (e.g. DNS, local
database, etc.); and adapting existing protocols (e.g. Web Services).

5.1 Certificate Extensions

To provide pointers to published data, a CA could use the Authority Information
Access (AIA) and Subject Information Access (SIA) extensions as detailed in
RFC 3280 [10]. The former can provide information about the issuer of the
certificate while the latter carries information (inside CA certificates) about
offered services. The Subject Information Access extension can carry a URI to
point to certificate repositories and timestamping services. Hence this extension
allows to access services by several different protocols (e.g. HTTP, LDAP or SMTP).



164 M. Pala and S.W. Smith

Table 2. Analysis of AIA statistics

AIA Datatype Firefox IE7 Konqueror

OCSP 12 0 1
caIssuers 0 0 0
timeStamping 0 0 0
DVCS 0 0 0

Although encouraged, usage of the AIA and SIA extension is still not widely
deployed. There are two main reasons for this. The first is the lack of support
for such extensions in available clients. The second reason is that extensions are
static, i.e. not modifiable. Indeed to modify or add new extensions, in order to
have users and applications to be aware of new services or their dismissal, the
certificate must be re-issued.

This would not be feasible for End Entities (EE) certificates, except during
periodic reissuing, but it would be feasible for the CA certificate itself. The CA
could retain the same public key and name and just add new values to the AIA
extension in the new certificate. If users fetch the CA cert regularly, rather than
caching it, this would enable them to become aware of the new services. Although
this is possible, almost every available clients do not look for CAs certificates if
they are already stored in clients’ local database.

In any case, since URLs tend to change quite often while certificates persist
for longer time frames, experience suggests that these extensions invariably point
to URLs that no longer exist. Moreover considering the fact that the entity that
issues the certificates and the one who runs the services may not be the same, it
is infeasible that the issuing CA will reissue all of its certificate in case a server
URL’s changes. Therefore it is not wise to depend on the usage of AIA or SIA
extensions for available services and repositories look up.

In Table 2 we report the contents of the AIA extensions in most diffused
applications. As expected only OCSP pointers are present in a very small num-
ber of certificates (i.e., 11% for Firefox/Thunderbird, 0% for IE7/Outlook and
Konqueror/KMail), whilst no pointer to other services are provided.

5.2 DNS Service Records

The SRV record or Service record technique is thought to provide pointers to
servers directly in the DNS [11]. As defined in RFC 2782 [12], the introduction
of this type of record allows administrators to perform operations rather similar
to the ones needed to solve the problem we are addressing in this paper, i.e. an
easily configurable PKI discovery service.

The basic idea is to have the client query the DNS for a specific SRV record.
For example if an SRV-aware LDAP client wants to discover an LDAP server
for a certain domain, it performs a DNS look up for ldap. tcp.example.com
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Web
Server

Certification
Authority

Organization A

CN=my.server, OU=CA, O=Org B
OU=CA, O=Org B

Organization B

Fig. 6. The Certificate Authority from Organization “B” issues a certificate to the web
server from Organization “A”

(the “ tcp” means the client requesting a TCP enabled LDAP server). The re-
turned record contains information on the priority, the weight, the port and the
target for the service in that domain.

The problem in the adoption of this mechanism is that in PKIs (unlike DNS)
there is usually no fixed requirement for the name space used. Most of the time,
there is no correspondence between DNS structure and data contained in the
certificates. The only exception is when the Domain Component (DC) attributes
are used in the certificate’s Subject.

The DC attributes are used to specify domain components of a DNS name,
for example the domain name “example.com” could be represented by using
the dc=com, dc=example format. If the CA’s subject field would make use of
such a format, the Issuer field would allow client applications to perform DNS
lookups for the provided domain where the information about repositories and
services could be stored.

However, currently, the practice is very different. In fact it is extremely difficult
for a client to map digital certificates to DNS records because the DC format
is not widely adopted by existing CAs. As shown by our analysis, only one
certificate3 from IE7/Outlook store uses the domain components to provide a
mapping between the certificate and an Internet Domain.

Recently a new proposal has been presented by the IETF PKIX Working
Group [13] to standardize the usage of DNS records to locate PKI repositories.
It emerged from discussion that, although a client has been implemented that
is capable to locate an LDAP service for a specific e-mail address, the authors
were not able to find anyone who announces their directory service in the DNS
according to the specification.

Another example of the infeasibility of this solution is presented in Fig. 6.
The figure depicts a very common scenario where an organization “A” buys
a certificate for its web server from a CA ran by organization “B”. Neither
the contents of the distinguished name nor the contents of other fields in the
certificate (e.g. subjectAltName) provide a pointer to the right domain where
the query for RR records should be made.

3 /DC=com/DC=microsoft/CN=Microsoft Root Certificate Authority
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Moreover, the issuing organization may not even have control over the DNS
records in case they need to be updated. In our example, if RR records are put
in the DNS under the domain identified in the Common Name (CN) attribute of
the web server’s certificate, i.e. “my.server”, the management of such records
is not under control of the issuing organization (“B”).

5.3 Web Services

Web Services [14] is a new technology using three different components to al-
low applications to exchange data: SOAP (Simple Object Access Protocol) [15],
WSDL (Web Services Description Language) [16,17] and UDDI (Universal De-
scription Discovery and Integration) [18].

By using UDDI, applications discover available Web Services (described by
using the WSDL language) and interact with them by using SOAP to exchange
data. Although Web Services provide a good tradeoff between flexibility and com-
plexity (e.g. CORBA [19] offers much more possibilities but CORBA-oriented
applications are difficult to implement), the format of exchanged messages is
still complex. In fact, communication is handled by using XML [20] which is
quite complex when compared to other binary formats like DER [21,22]. These
aspects are to be considered with special care when it comes to mobile devices.
XML-formatted messages require a large amount of computational power to be
correctly processed and large bandwidth (messages are usually bigger in size).
From our experience a message encoded by using the DER format is less than
the 30% in size when compared to the corresponding XML format.

Another important aspect to be considered here is the ease of integration into
existing applications. Every application dealing with digital certificates already
have its own implementation for DER, while it is not true that XML is widely
supported as well.

5.4 Local Network Oriented Solutions

Another approach to provide reliable information is to use existing protocols for
service location such as Jini [23,24], Universal Plug and Play protocol (UPnP)
[25,26] or Service Location Protocol (SLP) [27,28,29].

Jini is used to locate and interact with Java-based services. The main dis-
advantage of Jini is that it is tied to a specific programming language and it
requires a lot of Java-specific mechanisms (e.g. object serialization, RMI [30]
and code downloading) in order to function properly. In addition it provides
many communication services which are quite complex and not really needed in
our environment.

Like Jini, UPnP provides a mechanism to locate and to interact with services
over a network. UPnP is also very complex as it involves the usage of different
techniques like XML (SOAP) over HTTP. The protocol is peer-to-peer and it is
aimed for home environments. There exists a service-discovery subset of UPnP,
the Simple Service Discovery Protocol (SSDP) [31], which operates on HTTP
over UDP. As UPnP, the SSDP is thought to be operated in small environments
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and it is possible that administrators block UPnP from leaving the LAN or
disable it for security reasons, in the same way they currently block/disable
NetBIOS from leaving local networks.

The IETF defined the SLP to provide a service location mechanism that is
language and technology independent. Some issues, however, make it not the
right choice to solve our problem. First of all, the protocol is very complex
to implement, although a freely available reference implementation [32] exists.
Moreover there is little deployment of SLP and there is little knowledge of its
existence.

Indeed, we believe that the definition of a specific and simple protocol for PKI
resources location is needed to ease its integration into existing and future ap-
plications, especially for mobile devices which have limited computational power
and communication bandwidth.

6 Conclusions

The lack of interoperability among closed PKI islands is a very urgent problem
and demands a solution.

One example of an environment where our system could provide measurable
improvements is the Grid community, which already make heavy use of X.509.
One of the most sensitive technical issue to be solved is related to the availabil-
ity of revocation data and validation services in big Grids. The Grid Security
Infrastructure (GSI) uses proxy certificates to allow an entity to temporary dele-
gate its rights to remote processes or resources on the Internet. Such a certificate
is derived from, and signed by, a normal EE certificate. Therefore an easy way
to find validation services and CRLs for EE certificates is needed in order to
verify their validity. Administrators decide a set of CAs, and therefore users, to
be trusted for accessing the shared resources.

PRQP could help automatic configuration of validation services by providing
updated URLs to OCSP, CRLs repositories, or other services (e.g. SCVP). This
would increase data availability and possibility to securely use existing PKIs for
Grid Computing. Moreover, a party like the International Grid Trust Federation
(IGTF) [33], established in October 2005, could run a centralized RQA to provide
URLs about federated CAs to all users and resource managers.

Wireless is another very interesting scenario for the deployment of PRQP.
Usage of digital certificates in open environments (e.g. university and enter-
prise WLANs) is strongly limited by interoperability issues. Access Points (or
radius servers) could leverage the use of PRQP to discover services and, then, re-
trieve PKI data needed for validation of client certificates. For example support
for visiting students or professors to access the University’s network could be
easily managed without requiring complex authentication infrastructures (e.g.
EduRoam [34]) and without delegating credentials validation to third parties.

The PRQP protocol provides a PKI-specific protocol for resource discovery,
and offers a starting point for the development of a PKI Resource Discovery
Architecture where different RQAs cooperate to access data which is not locally
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available. Our research will next proceed by evaluating the usage of an authenti-
cated Peer-To-Peer (P2P) network for distribution of URLs of available services
between RQAs. These authorities would share data about configured services
with other peers in the P2P network. In this scenario, each client would use one
of the configured RQAs as an entry point where all its requests will be sent to.
Thus the P2P network would map network addresses to services mostly like the
DNS maps logical names to IP addresses. Current research is focused both on
the study and the implementation of such a network.
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Abstract. This paper presents the details of a Single Sign On proposal which
takes advantage of previously deployed authentication mechanisms. The main
goal is to establish a link between authentication methods at different levels in or-
der to provide a seamless global SSO. Specifically, the users will be authenticated
once, during the network access control phase. Next, having authenticated to get
on to the network using 802.1X, that authentication will automatically fetch the
necessary signed tokens so that there would be no need to repeat the login at the
application layer. Therefore, the application level authentication would be boot-
strapped from the network access. As we will see, this involves the generation of
SAML signed tokens that will be obtained by the users using a PEAP channel
able to deliver the appropriate authentication credentials. Then, users will contact
a federation-level validation service and there will no need to re-authenticate the
user, only a query of the related user attributes will be necessary in some cases.

Keywords: SSO, authorization, SAML, federation.

1 Introduction

In the last years, we have experienced the emergence of federated approaches to re-
source sharing. In this approaches, trust links are established among different au-
tonomous organizations in order to grant users in any of them access to shared resources
with a single identity, stated by the organization the user belongs to. Important exam-
ples of these approaches are the establishment of academic federations worldwide, like
eduroam, InCommon, HAKA or SWITCH. In those scenarios where users are moving
among the different organizations pertaining to the federation, authorized users may
also have additional resources at their disposal at the visited institutions.

Despite many aspects of federations have been addressed by several projects, other
issues generally related with integral identity management are still open. For exam-
ple, in those scenarios where authentication mechanisms have been included for net-
work access control purposes, it would be interesting to create a seamless link between
the network-layer authentication mechanism and any additional authentication step that
will be needed when users try to gain access to application-level resources. This would
involve the extension of the network access mechanism in order to deliver additional
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information (some kind of security credentials) that might be used at service-level in
order to avoid further user re-authentication.

The work presented in this paper is one of the objectives defined by the DAMe
project [1]. Once the eduroam infrastructure has been extended so that user mobility
will be controlled by security assertions and policies expressed in standard and exten-
sible languages, such as SAML [5] and XACML [4], the next phase is to provide a
global Single Sign On (SSO) mechanism based on that extension. Eduroam constitutes
an exceptional starting point in order to provide a mechanism for transmitting the user
credentials that will be used by the application-level authorization systems in order to
offer a full and integrated network access experience to the users. As we will see, we
have defined two different steps in order to achieve the SSO. The first one is related
to the delivery of a security token during the network access that will be later used to
avoid unnecessary re-authentication. Then, once that token has been transmitted to the
user, it will be necessary to define how an application-level service will be able to vali-
date that information using a federation-level service. Specifically, we will follow some
guidelines already stated by the technical community in order to provide global SSO.

The rest of this paper is structured as follow. Section 2 provides an overview of
the DAMe project and introduces the underlying roaming infrastructure. Section 3 de-
scribes eduGAIN, an authentication and authorization infrastructure that will be used
in order to provide a common validation service. Section 4 points out the set of require-
ments derived from a SSO scenario and section 5 describes the proposed architecture.
Then, section 6 contains a survey of other proposals that informed our work. Finally,
we conclude the paper with our remarks and some future directions.

2 DAMe Project: Adding Authorization to Eduroam

The eduroam network [15] is an inter-institutional roaming service based on the 802.1X
architecture [8] and a hierarchical RADIUS-based infrastructure. This initiative allows
users of participating institutions to access the Internet at other participants using their
home institution’s credentials, all this with a minimal administrative overhead. Nowa-
days, eduroam is a production service that is used in more than 350 institutions over 19
countries (European and Australian-Pacific) with a great success.

Figure 1 depicts the typical scenario in eduroam. It shows a user from Institution
A who moves to Institution B, both pertaining to the eduroam federation. In the new
institution, the user wants to get access to the wireless network. In this situation, access
control is carried out following the 802.1X standard. That is, the user associates with
the wireless access point (AP), which contacts its local RADIUS server in order to
authenticate the user. But when this server identifies that the user belongs to a different
domain, for example based on the user identifier, the authentication request is forwarded
through the RADIUS hierarchy to the server located in the user’s home institution.
Then, the user is authenticated and the response is routed back to Institution B, where
the AP enables the requested connection.

However, eduroam only takes into account the identity in order to carry out the access
control process. In this way, it is not possible to offer different services or restrict the
access to some resources based on the user profile, defined for example by means of
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Fig. 1. eduroam infrastructure

some attributes in the home institution. Therefore, the main objective of DAMe [1] is
the definition of a unified authentication and authorization system for federated services
hosted in the eduroam network. Those federated services can range from network access
control to other high level distributed services such as Grid Computing or web services.

Due to wide deployment of eduroam, it should not be convenient to modify the
eduroam infrastructure in such a way that the resulting system could be incompati-
ble with the initial one. Therefore, DAMe defines several steps that can be applied to
eduroam gradually, in order to obtain the new functionality. Besides, backward com-
patibility must be maintained to allow some institutions to keep on using the initial
eduroam system, providing only authentication.

The first goal of DAMe is to extend the eduroam infrastructure using NAS-
SAML [10] to provide a fine grained authorization system. In this way, user mobility
can be controlled by security assertions and policies expressed in standard and extensi-
ble languages, such as SAML [5] and XACML [4]. The result of this work is described
in [14].

The next step consists of taking advantage of confederation mechanisms such as
those defined by eduGAIN [9], which is described in more detail in the next section.
In this way, federations based on different technologies such as NAS-SAML and Shib-
boleth [13] can cooperate building a confederation. The idea is that eduGAIN can act
as intermediary infrastructure between these federations, carrying and translating the
different messages and attributes.

The following step is to provide Single Sign-On (SSO) from a global point of view.
That is, global authentication will be bootstrapped during the network access control
phase, providing the necessary security information so that there would be no need
to repeat the authentication phase at the application layer. Therefore, once institutions
have deployed the complete infrastructure developed in DAMe, users will access to
high level resources and applications after the initial network authentication. This paper
introduces the details of that SSO system.
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3 eduGAIN

The main goal of eduGAIN [9] is to build an interoperable authentication and authoriza-
tion infrastructure to interconnect different existing federations. In this way, eduGAIN
is responsible for finding the federation where a roaming user belongs to, translate the
messages between the federation internal protocols and eduGAIN and vice versa, and
guarantee the trust among the participating institutions.

Fig. 2. eduGAIN infrastructure

The main goal is achieved defining a set of common services, where it is included the
MetaData Service (MDS), and a confederation-aware element called Bridging Element
(BE) responsible for connecting the different federations to eduGAIN. In eduGAIN,
metadata related to federations are published by means of a MDS. These metadata in-
clude information for locating the authentication and authorization points of the feder-
ation. In this way, the home federation of a roaming user is located by the BE obtaining
the information published in the MDS. Then, the appropriate authentication and autho-
rization requests are translated and routed by the remote BE toward the user’s home
institution. As we will see in this paper, this scheme is also valid in order to com-
municate different institutions pertaining to the same federation, as [6] describes for
Universal Single Sign On purposes.

The specific way the authentication and authorization processes are carried out in
eduGAIN are defined by different profiles. Currently, a profile compatible with Shibbo-
leth, called Web SSO, and another one that does not require human intervention, called
Automated Client, are defined. Moreover, additional profiles are being developed, as for
instance a DAMe profile based on NAS-SAML and DIAMETER.

4 Single Sign-On Scenario

The proposal presented in this paper follows the guidelines defined by the uSSO frame-
work [6]. It is centered in a multidomain scenario where different authorization systems
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are defined to access to the resources. These are the main requirements considered for
the SSO:

– The user has the appropriate credentials in its home institution (HI).
– HI belongs to a federation where its issued credentials are valid.
– When the user tries to access to a resource (R) in another institution (RI), the deci-

sion about the access is taken by an Authorization Service at the RI.
– The authentication and authorization information about users is exchanged between

institutions through a mechanism provided by the confederation.
– There is a confederation-aware component called "Local Federation Adaptor"

(LFA) which decides if an authentication request can be handled locally or must
be sent to another institution. The functionality related to This LFA is commonly
performed by the eduGAIN BE.

Considering eduroam, once the user is associated to a wireless access point or is
connected to a wired switch in the remote institution, he is requested for authentication
information. When provided, those credentials are forwarded to the user home insti-
tution to be authenticated. But now, to enable the SSO, an authentication service is
responsible for authenticating the user instead of the RADIUS server. Besides, this ser-
vice should return to the user some kind of statement that can be used later to achieve
the SSO. At this point, the user is allowed to access to the network.

Lately, he might want to access to a protected resource in this institution or in another
one belonging to the same federation. Then the user’s credentials are sent to the resource
in order to be validated to gain access. Depending on the type of resource, additional
steps for obtaining user attributes would be needed.

This generic pattern presented here is detailed using specific technologies in the next
section, where we present the architecture for SSO and the interaction among the dif-
ferent elements.

5 Single Sign-On Proposal for DAMe

Since the interaction among these elements must follow the pattern defined in the pre-
vious section, it is necessary to define two different processes. On one hand, we need to
authenticate the user in order to access to the network and to receive the SSO creden-
tials or token. On the other hand, protected resources have to use the token to validate
the user’s identity.

5.1 SSO Architecture

The architecture for this proposal, which is shown in Figure 3, starts with the elements
needed to authenticate the user using eduroam, that is, the access point with 802.1X
support and the hierarchy of RADIUS servers. Moreover, according to the previous
section, it is necessary to include a new service to authenticate the user and generate the
SSO token. In this proposal, this element is a SAML authority called AuthN Authority,
that receives a SAML AuthN Request and responds with a SAML AuthN Statement. Be-
sides, this statement is the SSO token that will be used later for accessing the protected
resources.
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These elements constitute the core of the user authentication phase, but new elements
must be defined to allow institutions based on different authorization infrastructures to
create a global SSO scenario. This cooperation can be achieved using a confederation
management infrastructure such as eduGAIN. In this way, the Bridging Elements (BE)
from eduGAIN will be responsible for translating the requests and responses from the
specific institution authentication or authorization mechanism to the eduGAIN proto-
cols, and vice versa. Besides, the BE is responsible for finding the corresponding BE
from the user home institution by means of queries to the MetaData Service (MDS).
Finally, in relation to the authorization decision based on user’s attributes, two NAS-
SAML entities are introduced. The first one, called Attribute Authority, is responsible
for providing user attributes and the second one, called Policy Decision Point (PDP), is
responsible for taking the authorization decisions.

Fig. 3. DAMe SSO architecture

5.2 Network Authentication

Once described the architectural elements, the next step is to define the specific proto-
cols implementing the profile depicted in previous sections. First, the system authenti-
cates the user by means of some authentication method, for example PEAP [12] as we
will see, and then generates some security data which is returned to him.

In DAMe, this first phase is based on the eduroam authentication through the RA-
DIUS hierarchy (dotted lines in Figure 3), but it is enhanced with the delivery of security
data to the user. Specifically, as Figure 4 details, when the user tries to access to the net-
work in the remote institution, the remote RADIUS server forwards the authentication
request to the RADIUS server located in the home institution. Then, this server asks the
AuthN Authority using an AuthN Request message, that contains the user credentials,
and receives an AuthN Statement. This statement, which is the data the user receives
to enable SSO, is a SAML sentence which contains information about the user’s iden-
tity, his credentials and the kind of authentication being performed. To protect the user
privacy in the SSO, this statement does not contain his subject, but a handle generated
by the AuthN Authority. Besides, to validate the handle later, the authority stores the
matching handle-subject. Finally, the remote RADIUS server returns the statement to
the user through a TLS tunnel created by the authentication method. The creation of
that tunnel is detailed in the next section.
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Fig. 4. Initial authentication

As Figure 4 shows in the grey area, this phase includes some messages that are not
directly related to the SSO mechanism. They constitute the network access control au-
thorization in a roaming scenario, which is a previous result of the DAMe project. More
specifically, the remote RADIUS server makes use of a DIAMETER infrastructure be-
tween the two institutions to requests the user’s attributes. Finally, an authorization
decision is taken consulting the PDP.

5.3 Token Delivery

The TLS tunnel mentioned before is part of the PEAPv2 [12] authentication method.
The reason to use PEAPv2 to authenticate the user is the need for a protected chan-
nel to deliver the SSO statement. Figure 5 shows the sequence of messages needed to
authenticate the user using this method. It has the special feature that after an initial
handshake creates a protected tunnel between the peer and the authenticator. Then, this
tunnel is used to exchange the authentication information in a secure way. Therefore
the SSO mechanism can take advantage of this tunnel and use it to deliver the statement
to the user in a secure way. Specifically, elements are transmitted through the tunnel
by means of Type Length Value (TLV) objects. Besides, there is a special TLV, named
vendor specific, which can be used to carry non standard elements. In this way, the au-
thenticator can add the security data inside a vendor specific TLV to the last message
sent to the peer before closing the tunnel.
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Fig. 5. PEAP authentication method and vendor specific TLV

5.4 Resource Access Using SSO

The second phase starts when the user tries to gain access to a protected resource after
receiving the SSO token. Due to this data is used as a proof of user’s authentication,
it is not necessary to ask the user again for his credentials. In this way, once the user
has received the SSO data, he can access to whatever service that supports this SSO
mechanism.

The specific process is shown in Figure 6, where the user tries to access to some
protected service in the remote institution and the service rejects the user connection
because it is unauthorized. Then, the user sends the data received in the previous phase
to the protected service. Alternatively, the user could add that data directly to the access
request. At this point, the service recovers and validates that information. Optionally,
the resource might impose a fine grain user authorization based on more information
besides the identity. In order to do this, the service sends an Attribute Query to the BE,
which includes the handle from the SSO statement to identify the user. Now the BE
queries the eduGAIN MDS service to know how to find the BE belonging to the user’s
home institution, and then sends the query to it. When the home institution BE receives
the query, it is forwarded to the Attribute Authority. This entity firstly validates the
handle consulting the AuthN Authority by means of an AuthN Query. To validate the
handle, the AuthN Authority check if it has a matching between this handle and a user
subject, returning in that case the subject to the Attribute Authority. Then, this entity
recovers the user’s attributes and returns them to the remote institution, but including in
the statement the handle instead of the subject to maintain the user privacy. When the
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Fig. 6. Authentication using the token

protected service receives the attributes through the BE, it finalizes the authorization
process consulting the Policy Decision Point (PDP) to take the decision.

Finally, once we have presented the architecture and the protocols for including SSO
in the eduroam network, some other SSO mechanisms that informed our work are in-
cluded in the next section.

6 Related Work

One of the first SSO mechanisms was Kerberos [11]. This system is based on the use of
a centralized Key Distribution Center (KDC), which is composed by an Authentication
Server (AS) and a Ticket Granting Server (TGS). The KDC maintains a shared secret
with each server and user in the system to authenticate them. The system works as
follow: Firstly the user authenticates to the AS and receives a ticket encrypted with the
TGS key and a TGS session key. Secondly, using the session key to authenticate to
the TGS, the user sends the encrypted ticket and the id of the server that is willing to
access to the TGS. Then, the TGS returns to the user a new token encrypted with the
server key and a session key for the server. Finally, using this information, the user can
authenticate and access to the server. Later, if the user wants to access to a new server,
he can use the first ticket to request to the TGS a new ticket for the new server. But it
has several drawbacks such as that the TGS becomes a bottleneck, and it must trust all
the servers and vice versa. Besides, Kerberos requires synchronized clocks. Therefore,
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although there are proposals trying to make the protocol scalable for inter-networking,
it is only usefully for single networks.

Nowadays there are several SSO mechanisms, mainly for web environments, such as
Shibboleth and Microsoft Passport. Shibboleth [13] is a web authorization infrastruc-
ture based on the use of SAML and web redirections to determine if a user can access to
a resource through its web browser. This process is based on the user’s information that
is maintained in his home institution. This mechanism enables the definition of identity
federations, in such a way that the user always authenticates to his home institution, and
then the needed information is sent where it is necessary to authorize him. Shibboleth
defines the Service Provider (SP) and the Identity Provider (IdP). The former is the in-
stitution providing resources and the latter is the institution managing user’s identities.
In this way, when the user accesses to some protected resource from a SP, he asks the
IdP where the user belongs to for information about him. If the user has previously au-
thenticated, the IdP returns the needed information, but elsewhere the user is redirected
to the IdP to be authenticated. In this way, web SSO is provided. The main difference
from Shibboleth with the proposal presented in this paper is that this mechanism do not
include the initial network access authentication. Therefore, the user has to authenticate
twice whereas we are taking advantage of a mandatory network access control system
in order to distribute valid credentials for SSO. However, some efforts are being made
by Internet2 [2] to develop a universal SSO mechanism similar to our proposal [3],
where the network access authentication via RADIUS returns information to contact
with user’s IdP.

Microsoft Passport [7] offers a SSO service for websites that do not have any rela-
tionship among them. They only have to trust the entity providing the SSO service. In
this way, when a user accesses to a protected website, he is redirected to the passport
server to be authenticated. Then, if the authentication is successful, the user is redirected
to the initial website. Besides the user’s Internet browser receives two encrypted cook-
ies, one from the website and another one from the passport server. This mechanism,
like the previous one, do not take into account any previous authentication.

7 Conclusions and Future Work

As we have presented in this paper, there are several scenarios in federations where au-
thentication is required in order to protect shared resources, ranging from network ac-
cess to distributed web resources or grid computing platforms. Despite one of the main
benefits from federations is the harmonization of procedures, information schemas, and
protocols, we identified the design of a unified SSO mechanism as an interesting re-
search activity.

One of the main features of this SSO proposal is the seamless link of authentication
processes performed at different levels. Since eduroam constitutes an exceptional fed-
erated service for supporting user mobility, we demonstrate that the delivery of signed
tokens during the network access phase provides the desired functionality in order to
bootstrap the SSO system. Moreover, the definition of PEAP-based protocols does not
impose the use of new authentication methods (from the organization point of view)
but provides the required distribution channel. Additionally, the choice of eduGAIN as
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the authentication infrastructure for validation purposes guarantees the interoperability
among different type of resources located at different organizations.

As a statement of direction, we are implementing the PEAP supplicant and defining
also the required middleware for managing the different security tokens obtained by the
users.
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Abstract. Privacy-preserving digital credentials are cryptographic tools
that allow a user to prove a predicate about his/her identity or qualifica-
tions, without the verifying party learning additional information beyond
the status of that predicate. The Identity Mixer (Idemix) [CL01] is a
framework providing such credentials. In Idemix, we can distinguish two
types of credentials: (1) one-time show credentials which can be shown
only once before unveiling the identity of their holder, and (2) multi-
show credentials which can be shown infinitely many times without the
showings being linked to each other, or to the identity of their holder. In
this paper, we bridge the gap between the two previous types of creden-
tials, and extend Idemix to k-show credentials (for k > 1.) The k-show
credentials we propose can be shown anonymously, but linkably, up to
k times.

Keywords: Privacy-preserving digital credentials, anonymity, multiple-
show credentials.

1 Introduction

With the increasing digitization of society, and the continuous migration of day-
to-day services from the paper world to the digital world, digital credentials
have become a very important tool. Similar to their paper counterparts, digital
credentials are special documents, issued by a certification authority, that may
contain a variety of information about their holder (e.g., identity attributes, qual-
ifications, privileges, etc.) In addition, digital credentials have attractive features,
that make them superior to their paper counterparts, such as searchability, large-
scale data-mining, and knowledge discovery, just to name a few. With the latter
features, comes also the disadvantage that credential holders are now a lot easier
to monitor, and to have their privacy violated. Furthermore, digital credentials –
by their very nature – are easy to clone and copy, and using them without proper
safeguards could lead to serious security problems. To address this set of conflict-
ing requirements, namely privacy and security requirements, privacy-preserving
credentials have been invented [Cha85, CP92, Bra94, Bra00, CL01, CL04]. In a
privacy-preserving digital credential system, one can generally distinguish three
types of players: a certification authority, a user, and a verifier. In some cases,
the certification authority and the verifier are controlled by the same entity. The
certification authority issues a credential to a user who fulfills certain condi-
tions. In exchange for goods and services, the user may be required to prove,
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to a service provider (the verifier), possession of a valid credential from the cer-
tification authority. The user may also be required to prove a predicate on the
attributes encoded in his credential. The service provider may later decide to
deposit a transcript of the interaction it had with the user, to the certification
authority. The main requirements the credential system should satisfy are: (1)
Non-forgeability: the user should not be able to succeed in proving the validity
of forged credentials, or in proving predicates that are not satisfied by the at-
tributes encoded on his CA-issued credential, and (2) Privacy: the verifier should
not be able to learn any information about the user’s credentials beyond what
can be naturally inferred from the status of the proven predicate. The latter
requirement can be refined even further, by adding constraints on the number of
times a credential can be used. Based on this last criterion, we can distinguish
three types of credentials:

1. Multiple-show credentials: they can be shown infinitely-many times without
the showings being linked to each other, or to the issuing protocol instance
where they were generated.

2. One-show credentials: they can be shown anonymously only once, before the
identity of their holder is unveiled.

3. Limited- or k-show credentials, for (k > 1): they can be shown anonymously
up to k times, after which the identity of the holder is revealed.

Privacy-preserving credential systems are becoming increasingly popular, and
there is a growing interest in concrete implementations [Ide07, UPr07, Hig07].
The Identity Mixer [Ide07] is based on Camenisch and Lysyanskaya’s credentials
[CL01], and is one of today’s most complete credential systems. Idemix provides
a framework supporting only the first two types of credentials, namely multi-
show credentials, and one-time show credentials.

Our Contribution: In this paper, we bridge the gap between the two first
types of credentials, and extend the Idemix framework to k-show credentials
(for k > 1.) A naive way to construct k-show credentials is by issuing k separate
copies of one-show credentials, but this option obviously lacks efficiency. The
solution we propose in this paper extends the one-time show credentials of [CL01]
to k-show credentials without a significant increase in complexity. Compared to
the protocols of [CL01], we only add 2 extra exponentiations and 1 proof of
discrete logarithm knowledge to the user in the pseudonym creation protocol.
For the issuing protocol, the user performs 3 more exponentiantions and a proof
of knowledge for each additional showing allowed. Finally, the complexity of the
showing protocol can be made very close to that of one-time show credentials
[CL01] by using precomputations and fast exponentitation methods [Gor98].

Anonymous k-show credentials may be used in a variety of applications. They
can be used for instance to build public transit passes, where a user is allowed
to make up to k rides anonymously, after which the pass serial number will be
uncovered, revoked, and added to a black list. In order to count the number
of times a credential is shown, the issuing organization is able to link different
showings of the same credential to each other, but not to the identity of the
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credential holder, or for that matter, to the instance of the issuing protocol
that generated the credential. This linking feature can also be found in the
one-show credentials of [CL01] and [Bra94] where issuers rely on it to detect
double-spending. The work in [LTW05] follows the same principle to recover
lost electronic cash.

The remainder of this paper is organized as follows. In section 2 we give an
overview of the basic credential system of [CL01], as well as the general setting. In
section 3 we present our extension to k-show credentials. In section 4, we position
our contribution with respect to related work. We conclude in section 5.

2 Review of the Idemix Credential System

2.1 General Setting

There are two main types of players in the Idemix system: users and organi-
zations. Organizations offer both material (e.g., goods) and non-material (e.g.,
assertions) services to users. To provide those services, organizations require
users to fulfill certain conditions. These conditions may include paying a fee, ful-
filling a predicate about one’s identity, or proving possession of an authorization
from some recognized authority. More generally, this process consists in showing
one or a set of credentials.

Users in turn want to benefit from those services without revealing unneces-
sary information about their identity. To remain anonymous, each user U pos-
sesses a different pseudonym N(U,Oi) with each organization Oi. For example,
if an organization O1 requires a user U to show that he has a valid credential
from organization O2, then U should be able to do so without O1 and O2 being
capable of linking his pseudonyms N(U,O1) and N(U,O2). This property is called
unlinkability. It should also be possible for user U to show a credential he ob-
tained from organization O without O being able to retrace that credential back
to the protocol instance where the credential was issued. This property is called
untraceability.

In the Idemix system [CL01], a user U first registers with an organization
O and obtains a pseudonym N(U,O), and a validating tag P(U,O) on it. The
validating tag allows the user to prove that he actually owns the pseudonym.
Next, user U obtains a credential from organization O. The credential is a pair
denoted (c(U,O), e(U,O)), such that c

e(U,O)

(U,O) = P(U,O)dO, where dO is a system
parameter. Later, user U can prove to a verifying organization V that he holds
a valid credential from organization O without either revealing the credential
(c(U,O), e(U,O)) or his pseudonym N(U,O) with organization O.

The Idemix framework is based on the strong RSA assumption and the deci-
sions Diffie-Hellman assumption modulo a safe prime product.

In the following we begin with an overview of the system parameters. Then
we give a brief description of the pseudonym generation protocol, the credential
issuing protocol, and the credential showing protocol.
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2.2 System Parameters and Notations

All RSA moduli used in the system are of length �n. Let the intervals
Γ =]− 2�Γ , 2�Γ [, Δ =] − 2�Δ , 2�Δ [, and Λ =] − 2�Λ, 2�Λ+�Σ [ be such that �Δ =
ε(�Λ + �n) + 1, where ε > 1 is a security parameter, and �Λ > �Σ + �Δ + 4. Each
organization O chooses a safe prime product modulus nO and keeps the factoriza-
tion secret. It also chooses random elements aO, bO, dO, gO, hO, vO, zO ∈ QRnO

and publishes them along with nO. The parameter �Λ is chosen such that com-
puting discrete logarithms in QRnO with �Λ-bits exponents is hard.

In the remainder of this paper, PK{(α, β, · · · ) : P(A, B, · · · ; α, β, · · · )}, de-
notes, for public parameters A, B, · · · , a proof of knowledge of secrets α, β, · · · ,
for which the public predicate P(· · · ) is satisfied.

2.3 Establishing a Pseudonym with an Organization

Let U be a user who wants to establish a pseudonym with organization O.
Let xu ∈ Γ be U ’s master secret key (or ID). The protocol shown in figure 1
allows U to obtain a pseudonym N(U,O) and a validating tag P(U,O) such that
P(U,O) = axu

O b
s(U,O)

O , where s(U,O) is jointly chosen by U and O. Organization O
learns nothing about the values of xu and s(U,O).

2.4 Obtaining a Credential from an Organization

Organization O can issue a credential to user U who proves ownership of a
previously established pseudonym and validating tag (N(U,O), P(U,O)). The cre-
dential is a pair (c(U,O), e(U,O)) ∈ Z∗

nO
×Λ such that P(U,O)dO = c

e(U,O)

(U,O) . Figure 2
describes how the issuing protocol works.

2.5 Showing a Credential to an Organization

User U can prove to any verifying organization V that he possesses a valid
credential from organization O. In this proof V does not learn anything about
the user’s pseudonym with O, the credential he holds from O, or the secrets
underlying that credential. Figure 3 explains how the show protocol works for
one-time show credentials. Showing multiple-show credentials is simpler and can
be easily derived.

If user U shows his one-time show credential more than once, organization
O will have two challenge-response pairs (c1, r1) and (c2, r2), from which it can
retrieve xu and s(U,O), which in turn will determine P(U,O) and identify U .

3 Extension to k-Show Credentials

In this section we present an extension of the credential system described above.
In addition to the multiple-show and one-show modes, where credentials can
be spent either infinitely many times or only one time, we now present k-show
credentials, with k > 1. k-show credentials can be spent k times without being
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User U Public Info Organization O

nO , aO, bO, dO, gO, hO, vO , zO ∈ QRnO

N1 ∈ {0, 1}k,
tu,1, r1,1 ∈R Δ,

tu,2, r1,2, ru ∈R {0, 1}2�n

Ct = g
tu,1
O h

tu,2
O

C0 := gxu
O hru

O

C1 := g
r1,1
O h

r1,2
O

N1,C0,C1,Ct−−−−−−−−−−−−−−−−→
PK{(α, β, γ, δ, ν, η) : C2

0 = (g2
O)

α(h2
O)

β

∧ C2
1 = (g2

O)
γ(h2

O)
δ ∧ C2

t = (g2
O)

ν(h2
O)

η}

N(U,O) := N1||N2
r1,tu,N2←−−−−−− r1, tu ∈R Δ and N2

t(U,O) := tu,1 + tu

s(1,U,O) := r1,1 + r1

P(U,O) := axu
O b

s(1,U,O)
O z

t(U,O)
O

P(U,O)−−−−−−−−−−−−−−−−→

PK{(α, β, γ, δ, ζ, η, ν) : C2
0 = (g2

O)
α(h2

O)β

∧ C2
1 = (g2

O)
γ(h2

O)
δ

∧ C2
t = (g2

O)
ν(h2

O)
η ∧ C2

1 (g
2
O)

r1 = (g2
O)

ε(h2
O)

δ

∧ C2
t (g

2
O)

tu = (g2
O)

ζ(h2
O)η ∧ P(U,O) := aα

Obε
Ozζ

O}

U stores O stores
N(U,O), P(U,O), P

2
(U,O), N(U,O), P(U,O), P

2
(U,O)

s(1,U,O), t(U,O)

Fig. 1. Idemix pseudonym creation protocol

User U Public Info Organization O

nO , aO, bO, dO, gO, hO , vO , zO ∈ QRnO

N(U,O),P(U,O)−−−−−−−−−−−−−−−−−−−−−−−−−−−→
PK{(α,β,γ,):P2

(U,O) :=(a2
O

)α(b2
O

)β(z2
O

)γ}
N(U,O), P(U,O)

?
∈ DB

choose prime e(U,O)∈RΛ

c
e(U,O)
(U,O)

?
= P(U,O)dO

c(U,O),e(U,O)←−−−−−−−−− c(U,O) := (P(U,O)dO)
1/e(U,O)

store c(U,O), e(U,O) store c(U,O), e(U,O)

with N(U,O), P(U,O)

Fig. 2. Idemix credential issuing protocol

linked to the instance of the issuing protocol that generated them or to the
identity of their owner. The identity of the owner is revealed only if the credential
is spent more than k times.
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User U Public Info Organization O

nO, aO, bO, dO, gO, hO, vO, zO ∈ QRnO

choose r1, r2 ∈R {0, 1}2�n

A := c(U,O)h
r1
O

B := hr1
O gr2

O

H(u,O) := h
t(U,O)
O

A,B,H(u,O)−−−−−−−−→

c←− choose c ∈R {0, 1}�c

r := cxu + s(U,O)
r−→

mark credential PK{(α, β, γ, δ, ζ, ξ, ε, ϕ) : H(u,O) = hϕ
O

as void ∧ d2
O = (A2)α( 1

a2
O
)β( 1

b2
O
)γ( 1

z2
O
)ϕ( 1

h2
O
)δ

∧ B2 = (h2
O)ε(g2

O)ζ ∧ 1 = (B2)α( 1
h2

O
)δ( 1

g2
O
)ξ If accepted

∧ gr
O = gγ

O(gc
O)β store transcript

∧ β ∈ Γ ∧ γ ∈ Δ ∧ ϕ ∈ Δ ∧ α ∈ Λ} for later checkings

Fig. 3. Idemix credential showing protocol (one-time show mode)

For the purpose of credential revocation, an additional party will be added to
the setting. This party is an independent outsider to the system, and is denoted
CA. When showing a credential, a user verifiably encrypts a piece of identify-
ing information under the CA’s public key. The encryption also specifies the
condition under which the ciphertext is decrypted. This is achieved using the
Cramer-Shoup encryption scheme [CS98].

Additional system parameters. These are parameters to be used in the verifiable
encryption scheme. The CA chooses a group G = 〈g〉 = 〈h〉 of prime order
q > 2�Γ . Then he chooses x1, x2, x3, x4, x5 ∈R Zq and keeps them secret. The
CA then computes the tuple (y1, y2, y3) := (gx1hx2 , gx3hx4 , gx5) and publishes it
as his public key.

3.1 Establishing a Pseudonym with an Organization for Obtaining
Revocable Credentials

This protocol can be used not only for k-show credentials but for multiple-show
credentials as well. It simply gives an organization the necessary information it
could use to identify a user and revoke his credentials in case a certain revocation
condition is fulfilled. The protocol is shown on figure 4.

Several variables are used in this protocol. Following are the roles played by
the most important ones.

– t(U,O) which is only known to the user will be used to link the showings of
the same k-show credential to each other.

– xu is used to identify the user globally by the CA. xu is only known to the user.
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User U Public Info Organization O

nO, aO, bO, dO, gO, hO, vO, zO ∈ QRnO

G, g, h, y1, y2, y3

N1 ∈ {0, 1}k,
xu, x(u,O) ∈ Γ
tu,1, r1,1 ∈R Δ,

tu,2, r1,2, ru ∈R {0, 1}2�n

Ct = g
tu,1
O h

tu,2
O

C0 := gxu
O hru

O

C1 := g
r1,1
O h

r1,2
O

N1,C0,C1,Ct−−−−−−−−→
PK{(α, β, γ, δ, ν, η) : C2

0 = (g2
O)α(h2

O)β

∧ C2
1 = (g2

O)γ(h2
O)δ ∧ C2

t = (g2
O)ν(h2

O)η}

r1,tu,N2←−−−−−− r1, tu ∈R Δ and N2

N(U,O) := N1||N2

t(U,O) := tu,1 + tu

s(1,U,O) := r1,1 + r1

P(U,O) := axu
O b

s(1,U,O)
O

.z
t(U,O)
O v

x(u,O)
O

If O = CA then

Yu := gxu
P(U,O),Yu−−−−−−−→

PK{(α, β, γ, δ, ζ, η, ν, ξ) : C2
0 = (g2

O)α(h2
O)β

∧ C2
1 = (g2

O)γ(h2
O)δ ∧ C2

1 (g
2
O)r1 = (g2

O)ε(h2
O)δ

∧ C2
t = (g2

O)ν(h2
O)η ∧ C2

t (g
2
O)tu = (g2

O)ζ(h2
O)η

∧ P(U,O) := aα
Obε

Ozζ
Ovξ

O ∧ Yu = gα}

else

Y(u,O) := gx(u,O)
P(U,O),Y(u,O)−−−−−−−−−→

PK{(α, β, γ, δ, ζ, η, ν, ξ) : C2
0 = (g2

O)α(h2
O)β

∧ C2
1 = (g2

O)γ(h2
O)δ ∧ C2

1 (g
2
O)r1 = (g2

O)ε(h2
O)δ

∧ C2
t = (g2

O)ν(h2
O)η ∧ C2

t (g
2
O)tu = (g2

O)ζ(h2
O)η

∧ P(U,O) := aα
Obε

Ozζ
Ovξ

O ∧ Y(u,O) = gξ}

U stores O stores
N(U,O), P(U,O), P

2
(U,O), N(U,O), P(U,O), P

2
(U,O),

s(1,U,O), t(U,O), Yu or Y(u,O)

Yu or Y(u,O)

Fig. 4. Pseudonym creation protocol for revocable k-show credentials

– x(U,O) will be used to identify the user locally at the issuing organization.
x(U,O) is only known to the user.

– Yu can be used only when a user violates the agreement governing the usage
of his credential (e.g., overshowing). Yu allows the CA to reveal a user’s
identity.

– Y(u,O) is similar to Yu, but de-anonymizes the user only locally by revealing
his pseudonym to the issuing organization O.
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3.2 Obtaining a k-Show Revocable Credential from an Organization

User U executes the protocol of Figure 5 to obtain a k-show credential with
organization O. The tuple (P(U,O), Q(k,U,O), c(k,U,O), e(k,U,O)) is U ’s k-show cre-
dential with organization O. The pseudonym P(U,O) does not depend on k and
can therefore be used both in the multiple-show as well as the k-show setting.

User U Public Info Organization O

nO, aO, bO, dO, gO, hO, vO, zO ∈ QRnO

G, g, h, y1, y2, y3

N(U,O),P(U,O)−−−−−−−−−−−−−−−−→
PK{(α,β,γ,ξ):P2

(U,O):=

(a2
O)α(b2O)β(z2

O)γ(v2
O)ξ}

N(U,O), P(U,O)
?
∈ DB

(ri,1)(2≤i≤k) ∈R Δ,

(ri,2)(2≤i≤k) ∈R {0, 1}2�n

Ci := g
ri,1
O h

ri,2
O (2 ≤ i ≤ k)

Ci (2≤i≤k)−−−−−−−−−−−−−→
PK{(γi,δi)(2≤i≤k):

C2
i =(g2

O)γi (h2
O)δi }

(ri) (2≤i≤k)←−−−−−−−− (ri)(2≤i≤k) ∈R Δ
s(i,U,O):=ri,1+ri

(2 ≤ i ≤ k)

Q(k,U,O) :=

kY

i=2

g
s(i,U,O)
O,i

Q(k,U,O), Ci (2≤i≤k)
−−−−−−−−−−−−−−→

PK{(γi, δi, εi)(2≤i≤k) : C2
i = (g2

O)γi(h2
O)δi

∧C2
i (g

2
O)ri = (g2

O)εi(h2
O)δi

∧Q2
(k,U,O) :=

Qk
i=2(g

2
O,i)

εi}
store {s(i,U,O)}(2≤i≤k) choose prime e(k,U,O)∈RΛ

c
e(k,U,O)
(k,U,O)

?
= P(U,O)dOQ(k,U,O)

c(k,U,O),e(k,U,O)←−−−−−−−−−−− c(k,U,O) :=`
P(U,O)Q(k,U,O)dO

´1/e(k,U,O)

store c(k,U,O), e(k,U,O),
store Q(k,U,O), c(k,U,O), e(k,U,O)

set counter cnt(U, O) := 0 with N(U,O), P(U,O), Y(U,O)

Fig. 5. Issuing protocol for revocable k-show credentials

3.3 Showing a Revocable k-Show Credential to an Organization

User U is allowed to show his credential up to k times without the showings
being linked to his identity or to the instance of the issuing protocol by which it
has obtained the credential. Figure 6 describes how the showing protocol works.

3.4 Local User Identification and Credential Revocation

A verifying organization V in the showing protocol above, submits the showing
transcript offline to the issuing organization O, which in turn will be able to
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User U Public Info Organization O

nO, aO, bO, dO, gO, hO, vO, zO ∈ QRnO

G, g, h, y1, y2, y3

if cnt(U, O) ≥ k then quit
else

choose r1, r2 ∈R {0, 1}2�n

A := c(k,U,O)h
r1
O

B := hr1
O gr2

O

H(u,O) := h
t(U,O)
O

A,B,H(u,O)−−−−−−−−→

c←− choose c ∈R {0, 1}�c

r := x(u,O) +

kX

i=1

s(i,U,O)c
i r−→

PK{(α, β, (γi)1≤i≤k, δ, ζ, ξ, ε, ϕ, ψ) : H(u,O) = hϕ
O

∧ d2
O = (A2)α( 1

a2
O
)β( 1

b2
O
)γ1( 1

z2
O
)ϕ( 1

v2
O
)ψ

Qk
i=2(

1
b2
O,i

)γi( 1
h2

O
)δ

∧ B2 = (h2
O)ε(g2

O)ζ ∧ 1 = (B2)α( 1
h2

O
)δ( 1

g2
O
)ξ

∧ gr
O = gψ

O(gc
O)γ1(gc2

O )γ2 · · · (gck

O )γk

∧ β, ψ ∈ Γ ∧ (γi)1≤i≤k ∈ Δ ∧ ϕ ∈ Δ ∧ α ∈ Λ}

If accepted
increment counter store transcript
cnt(U, O) := cnt(U, O) + 1 for later checkings

Fig. 6. Showing protocol for revocable k-show credentials

link the user’s showings via H(u,O) without actually identifying his pseudonym.
In case user U shows his credential beyond the allowed threshold k, then any
party can verifiably recover his secret key x(u,O) by interpolating (in the sense
of Lagrange) any subset of (k + 1) challenge-response pairs (c, r) that were used
in the showing protocols conducted by the user. Given x(u,O), organization O
computes Y(u,O) = gx(u,O) , which will determine user U ’s pseudonym N(U,O), and
enable the revocation of his credentials. The value of H(u,O), retrieved from the
incriminating transcripts above, is added to a blacklist of revoked credentials,
and used to detect subsequent attempts to show revoked credentials.

3.5 Global User Identification and Credential Revocation

Global revocation allows for the identification of a user by an external referee to
the system, denoted CA. The conditions leading to the de-anonymization of the
user are negotiated by the verifying organization and the user prior to executing
the show protocol. Once the de-anonymization condition is agreed upon, the user
may proceed with the showing protocol as follows. The user starts by verifiably
encrypting a part of his identity (Yu) using the CA’s public key and sends the
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ciphertext, along with a proof of correctness, to the verifying organization. The
de-anonymization condition is tied to the encryption, thereby forcing the CA
to only decrypt the ciphertext when this condition is met. We denote this de-
anonymization condition by L. The verifiable encryption scheme of Cramer and
Shoup [CS98] is used to achieve this.

To show a credential to verifying organization V , user U starts by executing
the protocol of Figure 7 with V . Both U and V then proceed with the rest of
the show protocol as shown in Figure 6.

User U Public Info Organization O

nO, aO, bO, dO, gO, hO, vO, zO ∈ QRnO

G, g, h, y1, y2, y3

choose r ∈R Zq

w1 := gr, w2 := hr

w3 := yr
3Yu,

w4 := yr
1y

rH(w1,w2,w3,L)
2

w1,w2,w3,w4−−−−−−−−→
PK{(α, β, (γi)1≤i≤k, δ, θ, ϕ, ψ) :

d2
O = (A2)α( 1

a2
O
)β( 1

b2
O
)γ1( 1

z2
O
)ϕ( 1

v2
O
)ψ

Qk
i=2(

1
b2
O,i

)γi( 1
h2

O
)δ

∧ w1 = gθ ∧ w2 = hθ ∧ w3 = gβyθ
3

∧ w4 = (y1y
H(w1,w2,w3,L)
2 )θ}

Fig. 7. Verifiable encryption of a user’s revocation information

Global revocation. When provided with an encryption (w1, w2, w3, w4), a de-
anonymization condition L, and evidence that L is satisfied, the CA checks
whether w4

?= w
x1+x3H(w1,w2,w3,L)
1 w

x2+x4H(w1,w2,w3,L)
2 . If this is the case, the

CA computes Yu = w3/wx5
1 which will determine the identity of user U .

4 Related Work

There have been a number of research efforts on limited-show credentials in the
literature. In the following we list the ones that are most relevant to our work.
In [LTW05], Lui et al., go around the problem of k-show credentials, by making
a user initially fill-up a “wallet” of k coins, each of which can be shown only
once. The identity of the user will be revealed as soon as a given coin is shown
a second time. The work in [LTW05], also provides a mechanism to recognize
and recover lost coins belonging to a given user. In [TFS04, NSN05], the authors
propose constructions allowing users to show their credentials, anonymously and
unlinkably, up to k times. All additional shows will be linked to a subset of
the initial k shows, but the system falls short of identifying the abusers. More
recently, Camenisch et al. [CHK+06] proposed a credential system that allows
a user to anonymously authenticate at most k times within a pre-defined time
period. While the latter represents a significant step towards solving the problem
of k-show credentials, it still does not solve it, since users just need to wait until
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the beginning of the next time period, before starting to reuse their credentials
all the way from scratch.

5 Conclusion

This work extends the Identity Mixer framework to support anonymous k-show
credentials, for k > 1. The proposed construction allows a user to show his
credential up to k times, without the verifying or issuing organizations being
able to link the different showings to the identity of the credential holder, or to
the instance of the issuing protocol that generated the credential. Similar to the
original framework, the credentials proposed in this work, are revocable both
locally by the issuing organization, and globally by a trusted third party, upon
fulfillment of a pre-defined de-anonymization condition.
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Abstract. Anonymous secret sharing schemes allow a secret to be re-
covered from shares regardless of the identity of shareholders. Besides
being interesting in its own right, this property is especially appealing
to guarantee the anonymity of participants when secret sharing is used
as a building block of more general distributed protocols (e.g. to anony-
mously share the secret key corresponding to a public key). However,
current constructions of anonymous secret sharing schemes are not very
efficient (because of the number of shares that every participant must
hold) and existing bounds do not leave much room for optimism. In
this paper we propose to weaken the anonymity condition to partial
anonymity, where by partial anonymity we mean that the identity of the
participant is not made public, but he is known to belong to some sub-
set. That is, the search for a participant narrows down to one in a set of
possible candidates. Furthermore, we propose a general construction of
partial anonymous secret sharing schemes.

Keywords: Privacy, Protocols, Secret sharing.

1 Introduction

Anonymous secret sharing schemes allow a secret to be recovered from a set
of shares without knowledge of which participants hold which shares. That is,
in such schemes the computation of the secret can be carried out regardless the
identities of shareholders. Beyond its intrinsic interest, anonymous secret sharing
is particularly attractive to guarantee the anonymity of participants in more
general distributed protocols. A typical application is anonymous sharing of the
secret key corresponding to a certain public key. Unfortunately, the constructions
of anonymous secret sharing schemes in the literature are not very efficient (in
terms of the number of shares that every participant must hold) and existing
bounds [4,16] do not leave much hope for forthcoming efficient constructions.

Anonymous secret sharing schemes were introduced in 1988 by Stinson and
Vanstone [22]. Phillips and Phillips [17] proved that only some specific access
structures can yield anonymous secret sharing schemes where the size of the
shares given to each participant is equal to the size of the secret (smallest possi-
ble size). Later on, Blundo and Stinson [4] gave general constructions of anony-
mous secret sharing schemes. They also gave lower bounds on the size of the set
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of shares (as a function of the size of the secret) both for threshold and non-
threshold access structures. However, their constructions are not very efficient
and their lower bounds preclude substantially improved forthcoming construc-
tions. Since then, some authors have proposed constructions of anonymous secret
sharing schemes, but either they are quite inefficient or they are restricted to
the particular (2, n) threshold case.

1.1 Contribution and Plan of This Paper

The lack of efficient constructions for anonymous secret sharing motivates us
to weaken the anonymity condition in quest of efficiency, measured in terms of
the number of shares that must be held by any participant. In that sense, we
introduce the notion of partial anonymity with the aim of providing a tradeoff
between the level of anonymity achieved by a scheme and its efficiency. Roughly
speaking, in partial anonymous secret sharing the identity of the participant is
not made public, but he is known to belong to some subset. In other words,
the search for a participant narrows down to one in a set of possible candidates.
This principle bears some vague resemblance to k-anonymity [18] used for privacy
in databases and k-anonymity to preserve privacy in communication protocols
[23,24]. On the practical side, we propose an efficient construction of a scheme
fulfilling the partial anonymity property.

The rest of the paper is organized as follows. We introduce some basic con-
cepts on secret sharing schemes in Section 2. In Section 3 we review the notion
of anonymous secret sharing schemes and we introduce the notion of partially
anonymous secret sharing schemes. In Section 4 we provide some constructions
of partially anonymous secret sharing schemes. Finally, we conclude in Section 5.

2 Secret Sharing

Secret sharing schemes were independently introduced by Shamir [19] and Blak-
ley [2] in 1979. A secret sharing scheme is a method whereby a special entity D,
usually called dealer, distributes a secret s among a set P = {P1, . . . , Pn} of n
players. The dealer secretly sends to every player Pi his share si of the secret
s in such a way that only authorized subsets can recover the secret whereas
non-authorized subsets obtain no information on the secret s.

A basic principle when designing secret sharing schemes is to minimize the
amount of secret material. Therefore, the length of the shares should be as small
as possible. In a secret sharing scheme the length of any share of a participant
is greater than or equal to the length of the secret. When they are equal, the
scheme is called ideal.

The family Γ of the subsets of shares authorized to recover the secret is called
access structure. Any access structure is assumed to be monotone, that is, any
superset of an authorized subset is also an authorized subset. A particular case is
an access structure formed by those sets of players with at least t players, that is,

Γ = {A ⊂ P | | A |≥ t}
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Parameter t is usually called threshold and the corresponding access structure is
a (t, n) threshold access structure (or t-out-of-n threshold access structure).

Shamir’s secret sharing scheme [19] realizes an ideal (t, n) threshold access
structure by means of Lagrange polynomial interpolation. Indeed, let Zq be a
finite field with q > n and s ∈ Zq the secret to be shared. The dealer picks
a polynomial p(x) of degree at most t − 1, with free term the secret s, that is
p(0) = s. The polynomial p(x) can be written as p(x) = s +

∑t−1
j=1 ajx

j , where
aj ∈ Zq has been randomly chosen.

Every player Pi is univocally assigned a value αi ∈ Zq. Then, D privately
sends to player Pi his share si = p(αi), for i = 1, . . . , n.

In this way, a set A ⊂ P of at least t players can recover the secret s = p(0)
by interpolating the set of shares they hold:

p(0) =
∑

Pi∈A

siλ
A
i =

∑

Pi∈A

si

⎛

⎝
∏

Pj∈(A\Pi)

−αj

αi − αj

⎞

⎠ ,

where λA
i are the Lagrange coefficients.

On the other hand, it is not difficult to prove that less than t players do not
have any option better than random guessing to find out the secret.

For the particular case of (n, n)-threshold access structures (Γ = P), that
is, where all participants must jointly co-operate to recover the secret, more
efficient constructions exist. They are not only ideal, but the dealer’s compu-
tations are simpler. In [15], Karnin, Greene and Hellman proposed the follow-
ing (n, n)-threshold secret sharing scheme. To share a secret s among a set
P = {P1, . . . , Pn} of n players, the dealer selects at random si ∈ Zq, for any
player Pi, for i = 1, . . . , n − 1 and secretly sends si to participants Pi as his
secret share. Then, D computes the share of the participant Pn as follows:
sn = s −

∑n−1
i=1 si ∈ Zq and sends sn to Pn. Note that when all participants

join their shares, they recover the secret s by simply adding their shares in Zq.
Although threshold access structures have been extensively studied and used

in the literature not only for secret sharing schemes (see, for example, [3,6])
but also for more general protocols (see, for example, [8,20,7]), they correspond
to quite peculiar situations where all players play exactly the same role. On
the contrary, what usually happens in real situations is that different players
play different roles. For example, some players can have some restrictions and
other some special privileges, or players can be divided into different categories
depending on some properties. This leads to access structures more general than
thresholds. Ito, Saito and Nishizeki [14] proved that for any monotone access
structure there always exists a secret sharing scheme realizing it. The main
drawback of their construction is that the size of shares is exponential in the
number of parties in the access structure.

We describe next a general family of access structures that will be used in
our proposal. It is the compartmented access structure, introduced by Simmons
in [21]. There is a set of different compartments C1, . . . , Cm in such a way
that every participant is placed in a compartment, for some i = 1, . . . , m. We
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define ψ : {1, . . . , n} → {1, . . . , m} as the function assigning to each player Pi

a compartment, denoted by Cψ(i). Then, given positive integers t1, . . . , tm and
t ≥

∑m
i=1 ti, the access structure consists of all subsets with at least ti partici-

pants in Ci and a total of at least t participants. That is,

Γ = {A ⊂ P | | A ∩ Ci |≥ ti, ∀i = 1, . . . , m , | A |≥ t}.

Brickell [5] proved that there exist ideal secret sharing schemes realizing com-
partmented access structures. We review next the construction by [11], restricted
to the particular case when t =

∑m
i=1 ti. For the case t >

∑m
i=1 ti, we refer the

reader to [11,5].
The solution is based in Shamir’s secret sharing schemes. The main idea is

that the dealer shares a secret s by using an (m − 1)-degree polynomial. Each
compartment is related to a share of s. Then, to compute their share, at least ti
players in compartment Ci must join their shares. During the set-up phase, the
dealer distributes the share of each compartment Ci among the players in the
compartment by using a (ti, |Ci|)-secret sharing scheme. Specifically D randomly
selects an (m − 1)−degree polynomial P (x) ∈ Zq[x], such that P (0) = s. Let
si = P (αi), for i = 1, . . . , m, where αi is a public value associated with Ci.
Then he distributes si among the players in compartment Ci using independent
Shamir schemes. That is, he randomly selects a polynomial Fi(x) ∈ Zq[x] of
degree ti − 1, for all i = 1, . . . , m. Then, D secretly sends to every player Pi his
share Fψ(i)(βi), where βi is the public value in Zq associated to participant Pi.

Compartmented access structures are actually a special case of the more gen-
eral multipartite access structure [13,9].

3 Anonymity and Partial Anonymity in Secret Sharing

Two kinds of anonymity in secret sharing are described in the literature. On
the one hand, those schemes where shareholder identification is not required
to successfully recover the secret, but the identity of the shareholder can be
derived from the share. On the other hand, those schemes with the additional
feature that players cannot be identified even when they show their shares. In
other words, nobody can figure out the identity of a participant from the share he
holds. The former category of schemes is usually called anonymous secret sharing
(sometimes this anonymity is also referred to as submission anonymity). The
latter category is usually called cryptographic anonymous secret sharing schemes
[10,12]. The cryptographic notion of anonymity for secret sharing schemes is
stronger than the submission notion. Some of the schemes satisfying submission
anonymity do not offer cryptographic anonymity. This is because each share
directly identifies the owner. In spite of this fact, submission anonymity in secret
sharing remains especially interesting for example as a building block of some
other distributed cryptographic protocols (e.g. distributed signature schemes).
Then, when a participant publishes his partial information nobody is able to
identify him because he does not directly publish his share but some information
derived from it.
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Several constructions have been published, both for submission anonymity
[4,16,22] and for cryptographic anonymity [12]. However they are not very ef-
ficient and the most efficient ones have a small threshold (t = 2). Motivated
by this fact, we introduce the concept of partial anonymity for secret sharing
schemes. The main idea is to trade off anonymity and efficiency, by relaxing the
anonymity condition to obtain more efficient schemes. This idea applies to both
kinds of anonymity (submission and cryptographic) described before.

In order to define partial anonymity, we will lean on the definition of (t, n)
anonymous threshold secret sharing in [1]. Let Σ be a (t, n) threshold secret
sharing scheme on the set of participants P = {P1, . . . , Pn}. For every secret s
we note the set of shares as the vector (s1, . . . , sn), where si is the share (not
necessarily a single value in Zq) held by player Pi.

Definition 1. [Beimel-Franklin] A secret sharing scheme Σ realizing a (t, n)
threshold access structure is said to be anonymous if, for every secret s, every
vector of shares (s1, . . . , sn) and every permutation π : {1, . . . , n} → {1, . . . , n},
the vector (s1, . . . , sn) is a vector of shares for the secret s if and only if the
vector (sπ(1), . . . , sπ(n)) is a vector of shares for s.

The above definition captures the idea that the reconstruction of the secret
can be performed from the shares without knowing the identities of the parties
holding those shares. That is, if a vector of shares is possible given a secret s,
then every possible permutation in the order of the coordinates in this vector is
possible given the secret s.

Note that this situation does not happen in Shamir’s (t, n) threshold secret
sharing scheme described in Section 2 whenever 1 < t < n. Indeed, the La-
grange coefficients λA

i of a participant Pi depend on the set A to reconstruct
the secret. However, when t = n, Shamir’s scheme fulfills Definition 1 (and also
Karnin, Greene and Hellman’s scheme, see Section 2), although the identity of
the participants arises implicitly from the access structure (as it is known that
all participants take part in the protocol).

In Definition 1, a permutation is applied to the whole set of shares to guarantee
anonymity of the shareholders. We do not propose to apply a permutation to the
whole set of shares, but to divide the set of participants into different groups and
to fulfill Definition 1 within each group to guarantee anonymity of a participant
inside its group.

More specifically, let G1, . . . , Gm ⊂ P be subsets of participants in such a
way that every participant Pi is placed in one and only one subset G1, . . . , Gm.
Let ψ : {1, . . . , n} → {1, . . . , m} be the mapping that assigns each participant
to a group, so that participant Pi will be placed in group Gψ(i). Let ni be the
cardinality of each set Gi and let ti be a threshold assigned to set Gi, for all
i = 1, . . . , m. Then, we require that Definition 1 be satisfied for each of the sets
Gi to guarantee that, locally, the participant is anonymous within his group and,
globally, the only partial information that is obtained is that the participant is
a member of a specific group.

Let Σi be a (ti, ni) secret sharing scheme for the set of participants in Gi. For
every secret s we note the set of shares in Σi as the vector (si

j1 , . . . , s
i
jni

), where si
j
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is the share (not necessarily a single value in Zq) held by player Pj and we assume
that the set of players in Gi is Pj1 , . . . , Pjni

, where {j1, . . . , jni} ∈ {1, . . . , n}
for every j. Then, if at least ti participants in Gi pool their shares, they can
directly recover the secret s and the only information that is leaked is that they
are participants in the set Gi.

However, it may be the case that the secret is not recoverable by players in
each set Gi or maybe it is not desirable that members of a unique set can recover
the secret. For example, in the former situation, to satisfy the secrecy condition,
each threshold ti must be at least t (a general threshold set related to the overall
number of participants n) but the cardinality ni of Gi may be smaller than t.
A way to circumvent this problem of small sets is to require a threshold ti for
each set Gi in such a way that the sum of all the thresholds is at least t. In
this way, the threshold ti can be adapted to the size of Gi. Then, the resulting
access structure is a (G1, . . . , Gm) compartmented access structure (see Section 2
above).

Let Σ be a secret sharing scheme realizing a (G1, . . . , Gm) compartmented
access structure on the set of participants P with thresholds t1, . . . , tm, t =

∑m
i=1.

For every secret s we note the set of shares as the vector (s1, . . . , sn), where si

is the share (not necessarily a single value in Zq) held by player Pi. Then a
(t1, . . . , tm)-partially anonymous secret sharing scheme realizing a (G1, . . . , Gm)
compartmented access structure can be defined as follows:

Definition 2. [Partial anonymous secret sharing] A secret sharing scheme Σ is
said to be (t1, . . . , tm)-partially anonymous if, for every secret s, every vector of
shares (s1, . . . , sn) and every permutation π : {1, . . . , n} → {1, . . . , n} such that
π(Gi) = Gi (e.g. for every Pj ∈ Gi, Pπ(j) ∈ Gi) for all i = 1, . . . , m, the vector
(s1, . . . , sn) is a vector or shares for the secret s if and only if (sπ(1), . . . , sπ(n))
is a vector of shares for s.

Note that for m = 1, the new Definition 2 is equivalent to Definition 1 by [1].

4 Some Constructions

In this section we provide a general construction of (t1, . . . , tm)-partially anony-
mous secret sharing scheme from different anonymous secret sharing schemes.
The key point is that anonymous secret sharing schemes used as a building block
have smaller thresholds, so the share length of the (t1, . . . , tm)-partially anony-
mous secret sharing scheme is considerably smaller that the one in a (t, n) anony-
mous secret sharing scheme (remember that t =

∑m
i=1 ti and n =

∑m
i=1 ni).

To begin with, let us describe the very particular case t1 = . . . = tm = 1.
That is, we assume the secret is recovered if at least one participant in each of
the compartments Gi pool their shares. Note that in this case we are considering
m = t. Similar reasonings apply if the threshold considered is less than m (at
least t < m participants from t different compartments are required to recover
the secret).
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Example 1. Let P = {P1, . . . , Pn} be the set of players and let G1, . . . , Gm be
compartments such that any set in P is placed exactly in one compartment, in
such a way that no compartment remains empty. Let us construct a (1, . . . , 1)-
partially anonymous secret sharing scheme as follows. The dealer picks at random
a polynomial p(x) of degree at most m − 1, whose free term is the secret s he
wants to share. Let p(x) be p(x) = s +

∑m−1
j=1 ajx

j , where aj ∈ Zq has been
randomly chosen, for j = 1, . . . , m− 1.

Every compartment Gi is univocally associated a value αi ∈ Zq. Then, D
privately sends to each player in Gi his share si = p(αi), for i = 1, . . . , m.

Therefore, a set A ⊂ P with at least one player from every compartment can
recover the secret s = p(0) by interpolating the set of shares they hold. The main
difference with Lagrange interpolation in the usual Shamir scheme is that now
the participants do not have to publish their value αi but only the compartment
Gi they belong to. So, the only information that an outsider can derive is that
the participant belongs to Gi.

It is easy to check that such a secret sharing scheme fulfills Definition 2 because
the shares of all players in Gi are the same, for any i = 1, . . . , m.

This construction can also use Karnin, Greene and Hellman’s scheme instead
of Shamir’s scheme. 	


The above construction can be generalized to obtain a (t1, . . . , tm)-partially anony-
mous secret sharing schemeusing as building blocks both (ti, ni)-anonymous secret
sharing schemes and compartment secret sharing constructions.We detail this idea
below.

Theorem 1. Let G1, . . . , Gm be disjoint compartmented subsets of players such
that G1∪· · ·∪Gm = P. Let Σi be a (ti, ni) anonymous secret sharing schemes on
the set of players Gi, for i = 1, . . . , m. Then, there exists a (t1, . . . , tm)-partially
anonymous secret sharing scheme Σ realizing a (G1, . . . , Gm) compartmented
access structure. Furthermore, the share length of scheme Σ is lower-bounded by
the maximum of the share lengths of schemes Σi.

Proof. In order to prove the theorem, we will explicitly construct the scheme Σ
from Σ1, . . . , Σm. Without loss of generality, we can assume that

G1 = {P1, . . . , Pn1}

G2 = {Pn1+1, Pn1+2, . . . , Pn1+n2}

. . .

Gi = {Pn1+...+ni−1+1, Pn1+...+ni−1+2, . . . , Pn1+...+ni−1+ni}

. . .

Gm = {Pn1+...+nm−1+1, Pn1+...+nm−1+2, . . . , Pn}

Then, to share a secret s, the dealer chooses at random a polynomial P (x) of
degree m− 1. Let si = P (αi) be the share of compartment Gi, for i = 1, . . . , m,
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where αi ∈ Zq is publicly associated to compartment Gi. Then, to distribute si

(for every i = 1, . . . , m) among the players in Gi he uses the anonymous secret
sharing scheme Σi. Let

sn1+...+ni−1+1, sn1+...+ni−1+2, . . . , sn1+...+ni−1+ni

be the set of shares for players

Pn1+...+ni−1+1, Pn1+...+ni−1+2, . . . , Pn1+...+ni−1+ni

respectively. Then, D privately sends sn1+...+ni−1+j for j = 1, . . . , ni.
In this way, by construction it is easy to check that Σ realizes a G1, . . . , Gm

compartmented access structure (see Section 2). Thus, a subset not in the
G1, . . . , Gm compartmented access structure obtains no information on the se-
cret, even if they join all their shares.

It only remains to prove that Σ is, in fact, a (t1, . . . , tm)-partially anonymous
secret sharing scheme. To do so, we need to check that Definition 2 is fulfilled.
Indeed, for any secret s and any permutation π : {1, . . . , n} → {1, . . . , n} such
that π(Gi) = Gi

(s1, . . . , sn1 , . . . , sn1+...+ni−1+1, . . . , sn)

is a set of shares for s if and only if

(sπ(1), . . . , sπ(n1), . . . , sπ(n1+...+ni−1+1), . . . , sπ(n))

is a set of shares of s. This easily follows from the fact that the schemes Σi are
anonymous secret sharing schemes; that is, (sn1+...+ni−1+1, . . . , sn1+...+ni−1+ni)
is a set of shares for si if and only if (sπ(n1+...+ni−1+1), . . . , sπ(n1+...+ni−1+ni)) is
a set of shares for si.

By construction, the length of the shares in Σ is lower-bounded by the max-
imum length of the shares of Σi. 	


By [4], the lower bound on the size of the share domain depends multiplica-
tively on the amount n − t for a (t, n) threshold access structure. Then, by
Theorem 1, if G1, . . . , Gm and t1, . . . , tm are chosen in a way that maxi=1,...,m

{ni − ti} < (n − t), the domain of shares of the resulting (t1, . . . , tm)-partially
anonymous secret sharing schemes is lesser than the domain of shares of the
(t, n) threshold secret sharing scheme.

5 Conclusion

Anonymous secret sharing schemes allow a secret to be recovered from shares
regardless of the identity of shareholders. Beyond their intrinsic interest, anony-
mous secret sharing allows anonymous participation in more general crypto-
graphic protocols. A typical application is to make it possible for several parties
to anonymously share the secret key corresponding to a public key.
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Since current constructions of anonymous secret sharing schemes are not very
efficient, we have introduced the notion of partial anonymous secret sharing
schemes in an attempt to relax anonymity requirements to obtain more efficient
constructions. A general construction for such partially anonymous schemes has
also been described.
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13. Herranz, J., Sáez, G.: New results on multipartite access structures. IEE Proceed-
ings of Information Security 153-4 (December 2006)

14. Ito, M., Saito, A., Nishizeki, T.: Secret sharing scheme realizing any access struc-
ture. In: Proc. IEEE Globecom’87, pp. 99–102 (1987)



202 V. Daza and J. Domingo-Ferrer

15. Karnin, E.D., Greene, J.W., Hellman, M.E.: On secret sharing systems. IEEE
Transactions on Information Theory 29(1), 35–41 (1983)

16. Kishimoto, W., Okada, K., Kurosawa, K., Ogata, W.: On the bound for anonymous
secret sharing schemes. Discrete Applied Mathematics 121(1-3), 193–202 (2002)

17. Phillips, S.J., Phillips, N.C.: Strongly ideal secret sharing schemes. Journal of Cryp-
tology 5, 185–191 (1992)

18. Samarati, P., Sweeney, L.: Protecting privacy when disclosing information: k-
anonymity and its enforcement through generalization and suppression. Tech. rep.,
SRI International (1998)

19. Shamir, A.: How to share a secret. Communications of the ACM 22, 612–613 (1979)
20. Shoup, V.: Practical threshold signatures. In: Preneel, B. (ed.) EUROCRYPT 2000.

LNCS, vol. 1807, pp. 207–220. Springer, Heidelberg (2000)
21. Simmons, G.J.: How to (really) share a secret. In: Goldwasser, S. (ed.) CRYPTO

1988. LNCS, vol. 403, pp. 390–448. Springer, Heidelberg (1990)
22. Stinson, D.R., Vanstone, S.A.: A combinatorial approach to threshold schemes.

SIAM J. Disc. Math. 1, 230–236 (1988)
23. von Ahn, L., Bortz, A., Hopper, N.J.: k-anonymous message transmission. In: Proc.

of the 10th ACM Conference on Computer and Communications Security, pp. 122–
130. ACM Press, New York (2003)

24. Xu, S., Yung, M.: k-anonymous secret handshakes with reusable credentials. In:
Proc. of the 11th ACM Conference on Computer and Communications Security,
pp. 158–167. ACM press, New York (2004)



Anonymous Identification and

Designated-Verifiers Signatures
from Insecure Batch Verification

Sherman S.M. Chow1 and Duncan S. Wong2

1 Department of Computer Science
Courant Institute of Mathematical Sciences

New York University, NY 10012, USA
schow@cs.nyu.edu

2 Department of Computer Science
City University of Hong Kong

Hong Kong, China
duncan@cs.cityu.edu.hk

Abstract. Versatility in cryptography is interesting. Instead of building
a secure scheme from another secure one, this paper presents an oxymoron
making use of the insecurity of a scheme to give useful feature in another
context.We show the insecurity of the batch verification algorithms in Cui
et al.’s work about an identity-based (ID-based) signature scheme.
Following Chow et al.’s idea in EuroPKI 2005, we turn such attack into a
secure ID-based ring signature scheme.Wealso showhowto add linkability.
We present two applications of our scheme, which are a short ID-based
strong designated verifier signature scheme and an ID-based ad-hoc
anonymous identification scheme, with an extension secure against a
concurrent man-in-the-middle attack.

Keywords: Identity-based, ad hoc anonymous identification, strong de-
signated verifier signatures, ring signatures, linkability, bilinear pairings.

1 Introduction

Versatility in cryptography is interesting. One central line of research is to iden-
tify which cryptographic primitive can help achieving what security function,
often in an inconceivable way. An example in the cryptographic scheme level
is using multi-trapdoor commitment scheme [16] to transform any proof of
knowledge (or identification) protocol into one which is secure against a concur-
rent man-in-the-middle attack. From application level, we see electronic voting
schemes [21,25] based on ring signature schemes with linkability [21].

Instead of building a secure scheme from another secure one, this paper turns
the insecurity of a scheme into an useful feature in another context.

1.1 Linkable Ring Signatures

Ring signature scheme is a group-oriented signature scheme with 1-out-of-n
signer anonymity and spontaneous signer group formation. As observed in [9],

J. Lopez, P. Samarati, and J.L. Ferrer (Eds.): EuroPKI 2007, LNCS 4582, pp. 203–219, 2007.
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identity-based (ID-based) ring signature is better than its counterpart in tradi-
tional public key infrastructure, in terms of spontaneity. One can even involve
members who have not requested for their private key from the key generation
centre (KGC).

In Chow et al.’s survey of ring signatures [9], one of the major paradigms
of ID-based ring signature schemes can be seen as derived from the failure to
batch verify the underlying ID-based signatures. Indeed, a recent scheme in [2]
can be regarded as a work exploiting the aggregate verification of the standard
ID-based signature in [23], although the authors gave no discussion about this
issue. Here we use the same methodology to transform our attack on the batch
verification of ID-based signatures proposed recently by Cui et al. [12] into a
secure ring signature scheme, with further modification to remove all unnecessary
components from straightforward transformation.

Following the recent trends of providing different level of anonymity in group-
oriented signatures (e.g. [1,8,21,25]), we show how to add linkability into the
resulting scheme. A detailed comparison of the efficiency with existing schemes
will also be made. We remark the recent generic approach to build ID-based
signature schemes with special properties [15] is not applicable to ring signatures.

A recent application of ring signature is concurrent signature, which partially
solves the fair exchange problem without the help of trusted third party. Our
ring signature also fits in the generic construction of concurrent signature in [10].

1.2 Strong Designated Verifier Signatures

The first application of our scheme is identity-based strong designated verifier
signature. Similar to ring signature, designated verifier signature (DVS) scheme
is a privacy-oriented one in which the signature produced can only be verified by
a specific user, but no one else. Its interactive version, designated verifier proof,
is introduced in [18]. Apart from providing the apparent restricted-verifiability,
it also helps to solve other problems in secure two-party computations.

Ring signature gives a simple method to give DVS. By involving the intended
recipient of the signed message as the second member of a 2-persons group, only
the recipient can ascertain the message’s authenticity, but no one else.

The idea of strong designated verifier signature has also been considered in
[18]. Informally, strong here means the use of the verifier’s private key is es-
sential to perform verification. The strong property can be implemented by a
chosen-ciphertext-secure (CCA2) encryption [20,24]. However, such approach
gives inefficient construction as CCA2 encryption needs more computation than
a semantic-secure one in general. Considering the signature size, a ciphertext and
possibly a validity check tag are appended to the signature. Two proposals with-
out explicit encryption step are presented in [24]. One is a generic construction
based on chameleon hash and the other is a concrete scheme with encryption step
integrated with the signing step. Their concrete scheme follows Boneh-Franklin
paradigm [5], thus an expensive MapToPoint encoding function [5] is required.

Recently, a short ID-based strong DVS scheme is proposed in [17]. In their
scheme, given a signature on a message m that an adversary wants to learn the
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signer’s identity, signing query of the messages m cannot be made. The deter-
ministic nature gives the short signature size but also imposes this restriction.
We propose a probabilistic scheme without this restriction. Our scheme does
not use the MapToPoint function, with the ciphertext component integrated
into the ring signature. As a result, only a logical semantic-secure encryption is
needed, instead of requiring full-blown security from CCA2 encryption.

A final remark is that, since designated verifier signature involves the public
key of parties other than the signer, the generic approach for building ID-based
signature schemes [15] is not applicable, similar to the case for ring signature.

1.3 Ad Hoc Anonymous Identification

Identification is useful in many scenarios, like access control of a certain resource.
In this privacy-oriented age, positive identification of the user should be avoided,
if only membership of the user in a certain group is what necessary to differentiate
one with non-privileged outsiders. This concept can be achieved by anonymous
identification that allows one to “anonymously identify” the membership. Ad hoc
anonymous identification is introduced by Dodis et al. [13], in which the group
formation can be done without explicit group enrollment procedure, so one may
not be even aware that he has been included in a certain group for protecting
someone else’s anonymity.

ID-based ad hoc anonymous identification is studied by Nguyen [22]. Both of
[13] and [22] use Fiat-Shamir heuristic [14] to transform the interactive identifi-
cation protocol into a non-interactive ring signature scheme. Note that Nguyen
made no claim about whether his scheme is secure against concurrent man-in-
the-middle attack. An ID-based identification protocol secure against such attack
in the standard model has been proposed recently by Kurosawa and Heng [19];
however, no anonymity protection is provided.

This paper gives a simple construction of ad hoc anonymous identification,
the interactive counterpart of ring signatures. We will show the honest-verifier
zero knowledge (HVZK) property and the special soundness of our identification
protocol. Thanks to the similarity between the ID-based secret key extraction
algorithm of our ring signature scheme and Boneh-Boyen signature scheme [4], we
can use the compiler of Gennaro [16] to yield an ad hoc anonymous identification
scheme secure against a concurrent man-in-the-middle attack.

2 Preliminaries

2.1 Bilinear Pairings and Related Complexity Assumption

Let (G1, +) and (G2, ·) be two cyclic groups of prime order q. The bilinear pairing
is given as ê : G1 ×G1 → G2, which satisfies the following properties:

1. Bilinearity: For all P, Q, R ∈ G1, ê(P +Q, R) = ê(P, R)ê(Q, R), and ê(P, Q+
R) = ê(P, Q)ê(P, R).

2. Non-degeneracy: There exists P, Q ∈ G1 such that ê(P, Q) �= 1.
3. Computability: It is efficient to compute ê(P, Q) ∀P, Q ∈ G1.
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Definition 1. The k-Collision Attack Algorithm (k-CAA) Problem in G1 is de-
fined as follows: For a fixed known integer k, given a (2k + 2)-tuple (h1, · · · , hk, P,
Q = xP 1

h1+xP, · · · , 1
hk+xP ) ∈ Zq

k × G1
k+2, output a pair (A, c) such that A =

1
c+xP where c ∈ Z

∗
p\{h1, · · · , hk}. We say that the (k, τ, ε)-CAA assumption holds

in G1 if no τ-time algorithm has advantage at least ε in solving the k-CAA problem.

The relation of k-CAA with some other problems can be found in [26].

2.2 Identity-Based Ring Signatures

An ID-based ring signature scheme consists of the following four algorithms:
SET UP , KGEN , SIG, and VER.

– SET UP : On an unary string input 1k where k is a security parameter, it
produces the master secret key s and the common public parameters params.

– KGEN : On an input of the signer’s identity ID ∈ {0, 1}∗ and the master
secret key s, it outputs the signer’s secret signing key SID. (The corresponding
public verification key QID can be computed easily by everyone.)

– SIG: On input of a message m, a group of n users’ identities
⋃
{IDi}, where

1 ≤ i ≤ n, and the secret keys of one members SIDs
, where 1 ≤ s ≤ n; it

outputs an ID-based ring signature σ on the message m.
– VER: On a ring signature σ, a message m and the group of signers’ identities⋃
{IDi} as the input, it outputs � for “true” or ⊥ for “false”, depending on

whether σ is a valid signature signed by a certain member in the group⋃
{IDi} on a message m.

These algorithms must satisfy the standard consistency constraint of ID-based
ring signature scheme, i.e. if σ = SIG(m,

⋃
{IDi}, SIDs

), and IDs ∈
⋃
{IDi}, we

must have VER(σ,
⋃
{IDi}, m) = �.

2.3 Identity-Based Strong Designated Verifier Signatures

An ID-based strong designated verifier signature scheme consists of the following
four algorithms: SET UP , KGEN , DSIG, and DVER.

– SET UP , KGEN : the same as those discussed before.
– DSIG: On input of a message m, the public key of the verifier QIDv

, and
the secret key of the signer SIDs , it outputs an ID-based strong designated
verifier signature σ on the message m.

– DVER: On a signature σ, a message m, the public key of the verifier QIDs
,

and the secret key of the verifier SIDv as the input, it outputs � for “true”
or ⊥ for “false”, depending on whether σ is a valid signature signed by IDs.

2.4 Identity-Based Ad Hoc Anonymous Identification

An ID-based ad hoc anonymous identification scheme consists of the follow-
ing four algorithms: SET UP , KGEN , P , and V . The former two are the same
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as those in ID-based ring signature. P and V constitutes a PPT challenge-
response protocol that implement the prover and verifier, respectively. P ’s input
is (SID, QID, params) and V ’s input is (QID, params) only. After their intersec-
tion, V returns a decision in {�,⊥}, denoting whether it accepts the proof.

3 Turning an Attack into a Scheme

3.1 Review of Cui et al.’s Scheme

Define G1, G2, and ê(·, ·) as in previous section. H0 : {0, 1}∗ → Z∗
q and H1 :

{0, 1}∗ → Z∗
q are two cryptographic hash functions. Cui et al.’s ID-based signa-

ture scheme and the corresponding batch verification [12] are as follows.

SET UP : The KGC chooses x ∈R Z∗
q , keeps it as the master secret. The system

parameters are: {G1, G2, q, ê(·, ·), H0(·), H1(·), g = ê(P, P ), P, Ppub = xP}.
KGEN : The user submits ID ∈ {0, 1}∗ to KGC. KGC computes the private key
SID by 1

x+qID
P , and sends it back via a secure channel, where qID ← H0(ID).

SIG: To sign a message m with private key SID, the signer chooses r ∈R Zq,
compute u = gr, h = H1(m, u) and V = (h + r)SID. The signature is (u, V ).

VER: Accepts the signature σ = (u, V ) as the one on a message m signed by
the one with ID, if and only if gH1(m,u) · u = ê(Ppub + qIDP, V ) holds.

Cui et al. suggested the following ways to verify signatures on different mes-
sages from the same signer, and signatures on different messages from different
signers. To batch verify σ1 = (u1, V1), · · · , σn from a single signer ID, firstly hi =
H1(mi, ui), i ∈ {1, · · · , n} are recovered, accepts all the signature if and only if
g
�n

i=1 hi ·
∏n

i=1 ui =
∏n

i=1 ê(Ppub + qIDP, Vi) = ê(Ppub + qIDP,
∑n

i=1 Vi) holds.
Similarly, for signatures σ1, · · · , σn from signers ID1, · · · IDn respectively, firstly
compute hi = H1(mi, ui), i ∈ {1, · · · , n}, accepts all the signatures if and only if
g
�n

i=1 hi ·
∏n

i=1 ui =
∏n

i=1 ê(Ppub + qIDiP, Vi)= ê(Ppub,
∑n

i=1 Vi)ê(P,
∑n

i=1 qIDiVi).

3.2 Attack of the Batch Verification Algorithms

We only consider the more general one, i.e. the batch verification the signatures
from different signers. A similar attack can be applied to the single-signer case.

AT T ACK: Let {ID1, · · · , IDn} be the set of n signers. The actual signer, in-
dexed by s, carries out the following steps to launch the attack.

1. Choose ui ∈R G2, compute hi = H1(mi, ui) ∀i ∈ {1, 2, · · · , n}\{s}.
2. Choose r′s ∈R Z∗

q ; and choose Vi ∈R G1 ∀i ∈ {1, 2, · · · , n}\{s}
3. Compute us = gr′

s ê(Ppub,
∑

i�=s {Vi})ê(P,
∑

i�=s {qIDi
Vi})/

∏
i�=s {ui}/

g
�

i�=s {hi}.
4. Compute hs = H1(ms, us) and Vs = (hs + r′s)SIDs .
5. Output

⋃n
i=1{(ui, Vi)}.
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The below equations show the correctness of our attack.

g
�

i=1 hi ·
n∏

i=1

ui

= ghs · us · g
�

i�=s hi ·
∏

i�=s

ui

= ghs · gr′
s ê(Ppub,

∑

i�=s

{Vi})ê(P,
∑

i�=s

{qIDi
Vi})

= ê(P, P )(hs+r′
s)ê(Ppub,

∑

i�=s

{Vi})ê(P,
∑

i�=s

{qIDi
Vi})

= ê(Ppub + qIDsP, Vs)(hs+r′
s)ê(Ppub,

∑

i�=s

{Vi})ê(P,
∑

i�=s

{qIDiVi})

= ê(Ppub,
n∑

i=1

Vi)ê(P,
n∑

i=1

qIDi
Vi).

Considering the verification to get some intuition behind our attack, we can
see that ui is only “hindered” by a single term of gH1(mi,ui), which gives an ideal
place to “store” many public keys. Concretely, by generating only one signature,
we can trick the verifier to accept many signatures from many different signers.

3.3 Building a Ring Signature Scheme

Now we turn the above attack into a ring signature scheme. The reason for this
to be possible is that, even there is plenty of room to embed many public keys
there, there is still a challenge hs that one needs to use a secret key to “complete”
the ring, in Chow et al.’s [9] terminology.

In view of this, we only need a single us and a single hs, since other u’s and
h’s are to be cancelled anyway. This is our first optimization. The second hack
is that instead of choosing Vi’s from G1 directly, we can choose vi’s from Z∗

q and
compute Vi = viP ∈ G1 instead. In this way, two pairing operations in signing
can be reduced to only one. Our scheme shares the same SET UP and KGEN
algorithms as that of Cui et al.’s scheme.

SIG: Let L = {ID1, ID2, · · · , IDn} be the set of identities of n users. The actual
signer, indexed by s (i.e. his/her identity IDs), carries out the following steps
to give an ID-based ring signature on behalf of the group L.

1. Choose vi ∈R Z∗
q , and compute Vi = viP ∀i ∈ {1, 2, · · · , n}\{s}.

2. Choose r ∈R Z∗
q .

3. Compute u = gr ê(Ppub,
∑

i�=s {viP})ê(P,
∑

i�=s {qIDiviP}) (the logical step)
by u = grê(P,

∑
i�=s {vi(qIDi

P + Ppub)}) (the concrete step).
4. Compute h = H1(m, u, L) and Vs = (h + r)SIDs .
5. Output the signature on m as σ = {u,

⋃n
i=1{Vi}}.

VER: A verifier can check the validity of a ring signature σ = {u,
⋃n

i=1{Vi}}
on the message m signed on behalf of a set of identities L by checking whether
gH1(m,u,L) · u = ê(Ppub,

∑
{Vi})ê(P,

∑
{qIDiVi}) holds.
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3.4 Efficiency

Table 1 considers the costly operations which include point addition on G1 (G1

Add), point scalar multiplication on G1 (G1 Mul), exponentiation on G2 (G2 Exp),
MapToPoint hash operation in [5] (MapToPoint) and pairing operation (Pair-
ing). The notation x/y means x operations for the signer side and y for the ver-
ifier. The most computationally efficient scheme in the literature is [11]. Table 1
shows a summary of comparison. Compared with the proposal in this paper, we
save O(n) of MapToPoint operations for both signer and verifier sides, with just
one more pairing for the signer side. Our scheme is a quite efficient one. We remark
that the most space-efficient among these is Nguyen’s scheme [22].

Table 1. Efficiency Comparison of Recent ID-based Ring Signature Schemes

Schemes G1 Add G1 Mul G2 Exp MapToPoint Pairing

Nguyen 05 [22] 2n + 8/n + 6 2n + 13/n + 9 6/10 0/01 2/62

Chow et al. 05 [11] 2n − 2/2n − 1 n + 1/n 0/0 n/n 0/2

Au et al. 06 [2]3 n + 4/1 2n + 2/0 0/0 O(n�)4 0/n + 3

This paper 2n − 3/2n − 1 2n − 1/n 1/1 0/0 1/2

3.5 Linkability

Linkable ring signature [21] can been seen as offering a “lower” level of anonymity.
The linkability can let anyone to determine if two ring signatures are signed using
the same private key. To add event-oriented linkability (i.e. signatures issued by
the same signer for the sake of the same event can be linked, while those issued by
the same signer for different events remain unlinkable), we can do so in a similar
way as in [8].

LSIG: For brevity, we only list the steps in additional to those in SIG algorithm,
which implement a proof of knowledge to show the linkability tag t’s validity.

1. Generate u according to SIG algorithm.
2. Compute t = ê(SIDs

, H), where H is a G1 element representing the event asso-
ciated by this ring signature, possibly derived by MapToPoint(event info).

3. Randomly generates r1 ∈ Z∗
q , compute T = SIDs

+ r1P .
4. Randomly generates r2 ∈ Z∗

q , compute a = ê(P, H)r2 .
5. Instead of h = H1(m, u, L), compute h = H1(m, u, L, a, t, T ).
6. Use h in the rest of the steps in SIG algorithm.
7. Include (t, T, h, z1 = r1 + cqID, z2 = r2 + hr1) in the signature.

1 Effort preparing the accumulator of the public keys is included in G1 Add and Mul.
2 We assume constant values are pre-computed and included in system parameters.
3 For fair comparison, the one secure against adaptive chosen message attack is chosen.
4 O(�) of G1 Add are needed to “hash” the identity into the public key, where � denotes
an identity’s bit length. The same operation is needed for “hashing” the message.
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LVER: We have more inputs in the hash function H1, specifically, a, L, and T .
But a is not included in the signature. The following steps reconstruct it from
(t, T, h, z1, z2) and check whether h purported in signature is legitimate.

1. Compute ã = ê(P, H)−z2(ê(T, H)/t)h.
2. Check whether h = H1(m, u, L, ã, t, T ).

LINK: For a given event and a given signer, the linkability tag t is uniquely
determined. To check whether two valid ring signatures are signed by the same
signer for the same event, one just checks if the corresponding values of t match.

3.6 Security Analysis

We will establish the existential unforgeability of the above construction by
proving its interactive version is a HVZK protocol in Section 5. For linkability,
we are implementing a subset of the proof of knowledge protocol in [8], its
security is thus guaranteed. In addition, it is easy to add escrowed linkability
(such that only a designated one can link the signatures), or even distributed
escrowed linkability, as in [8].

For anonymity, vi where i �= s are uniformly distributed for sure. For vs, it is
blinded by the random factor r introduced. It is true that the random factor is
included in the computation of u. We consider below an attempt to test whether
IDx is the actual signer, by first getting the gr′

element, and testing whether
the r′ will make Vx = (h + r′)SIDx hold with the help of bilinearity, i.e. checking
whether ê(Vx, qIDx

P + Ppub) = gh+r′
.

Consider a signature that is signed by IDs, we have

gr′
= u/ê(Ppub,

∑

i�=x

{viP})ê(P,
∑

i�=x

{qIDiviP})

gr′
= gr · ê(Ppub, vxP )ê(P, qIDxvxP )/ê(Ppub, vsP )ê(P, qIDsvsP )

r′ = r + (s + qIDx
)vx − (s + qIDs

)vs

The second last equation is what one can compute from the signature, while
the last equation shows the implicit value of r′ obtained.

The second step of the testing is to check whether Vx = (h + r′)SIDx with
the help of bilinearity. Note that u in a valid signature is defined by u =
g−hê(Ppub,

∑
{Vi})ê(P,

∑
{qIDi

Vi}).

g(h+r′) = gr′
ê(Ppub,

∑
{Vi})ê(P,

∑
{qIDiVi})/u

= gr+(s+qIDx )vx−(s+qIDs )vs ê(Ppub,
∑
{Vi})ê(P,

∑
{qIDiVi})/u

= g(s+qIDx )vx−(s+qIDs )vs ê(Ppub, Vs)ê(P, qIDs
Vs)

= g(s+qIDx )vx−(s+qIDs )vs ê(Ppub + qIDs
Vs, vsP )

= g(s+qIDx )vx

= ê(vxP, (s + qIDx)P ) = ê(Vx, qIDxP + Ppub)
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Thus, even IDx is not the real signer, the above relationship still holds. In-
deed, it is the relationship that must exist in any valid ring signature in the dis-
tribution. Hence our scheme achieves unconditional anonymity. Of course, our
extension with linkability can only achieve computational anonymity instead,
assuming the q- decisional Strong Diffie-Hellman problem is hard [8].

4 Short Strong Designated Verifier Signature

We use the idea of 2-persons group to issue a signature that is indistinguishable
from signature on the same message that the designated verifier can compute.
To make the signature short, we re-use the randomness in the ring signature.

4.1 Proposed Construction

DSIG: Suppose IDs is the signer and IDv is the designated verifier, let L =
{IDs, IDv}. The signer carries out the following steps to give an ID-based strong
designated verifier signature designated for IDv.

1. Choose v2 ∈R Z∗
q , and compute V2 = v2(qIDvP + Ppub).

2. Choose r ∈R Z∗
q and compute u = grê(V2, qIDv

P + Ppub).
3. Compute κ = gv2 .
4. Compute h = H1(m, u, L, κ) and V1 = (h + r)SIDs .
5. Output the signature on m as σ = {u, V1, V2}.

DVER: A verifier checks the validity of the signature σ = (u, V1, V2) as follows.

1. Recover κ′ = ê(V2, SIDv
) and compute h = H1(m, u, L, κ′).

2. Check whether gh · u = ê(Ppub, V1 + V2)ê(P, qIDsV1 + qIDvV2) holds.

4.2 Security Analysis

Consistency follows from ê(V2, SIDv
) = ê(v2(qIDv

P + Ppub), (s + qIDv
)−1P ) = gv2 .

By the ambiguity of the underlying ring signature, the verifier can produce a
valid signature that is indistinguishable from the one produced by the real signer.
The only additional term here is κ. One may think that the designated verifier
IDv may claim the signature is signed by IDs by surrendering his private key
(or just using a proof of knowledge protocol) to show ê(v2, SIDv ) = κ. However,
IDv can simulate the same thing even he is the one who created the signature.
Specifically, suppose IDv gives a signature σ with v2 = (h + r)SIDv

, he can
produces κ by ê(v2, SIDv

) as well, and use this value of κ to produce such ring
signature. To conclude, there exists an efficient algorithm for the designated
verifier to simulate a signature that looks like a signature signed by the signer.

The signer privacy is guaranteed by the chosen-plaintext security of ID-based
encryption scheme in [6]. To support the verification oracle, one may think that
the underlying encryption scheme must be CCA2 secure, since we should recover
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the value of κ by decryption query. However, the use of random oracle, and the
implicit decisional Diffie-Hellman oracle provided by the bilinear pairing, help
us to get rid of it. There is no need for us to know the value of κ, since all the
signature and the hash value are stored in the table simulating the random oracle.
One can verify the signature by checking whether there is some input tuple
(containing components constitutes the signature) and the corresponding output
tuple (the hash value) satisfying the equation to be checked in the verification.
A recent id-based strong multi-designated verifiers signature scheme by Chow
[7] also used this technique.

5 Ad Hoc Anonymous Identification

Now we describe our proposed ad hoc anonymous identification scheme, which
can be seen as the interactive version of our ring signature scheme.

5.1 Proposed Protocol

Let L = {ID1, ID2, · · · , IDn} be the set of identities of n users, where the prover
is IDs. Below shows a typical run of our proposed ID-based ad hoc anonymous
identification protocol, between the prover algorithm P and the verifier V .

1. P performs the following in the commitment phase.
(a) Choose vi ∈R Z∗

q , and compute Vi = viP ∀i ∈ {1, 2, · · · , n}\{s}.
(b) Choose r ∈R Z∗

q .
(c) Compute u = grê(P,

∑
i�=s {vi(qIDi

P + Ppub)}).
(d) Send (u, L) to V .

2. V chooses a challenge h ∈ Z∗
q and sends h to P .

3. P performs the following in the response phase.
(a) Compute Vs = (h + r)SIDs .
(b) Send

⋃n
i=1{Vi} to V .

4. V verifies by checking whether gh·u = ê(Ppub,
∑
{Vi})ê(P,

∑
{qIDiVi}) holds.

5.2 Security Analysis

We are now going to show our protocol is a HVZK protocol. Correctness follows
easily from that of the ring signature scheme. For zero knowledge property, a
valid transcript can be easily simulated by first choosing random

⋃n
i=1{Vi} with

a random h, and compute u = ê(Ppub,
∑
{Vi})ê(P,

∑
{qIDiVi})/gh.

Regarding the special soundness, assume there exists an honest verifier adver-
sary A that breaks our protocol in a k-prover setting, we use it to solve k-CAA
problem. For a problem instance (h1, · · · , hk, P, Q = xP 1

h1+xP, · · · , 1
hk+xP ) ∈

Zq
k × G1

k+2, we set Ppub = Q. The H0 hash of the identities are mapped to
(h1, · · · , hk) in simulating the random oracle. Setting in this way let us to get
all user’s private keys by just returning 1

hi+xP , without knowing the value of x.
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Eventually,A successfully impersonates an user in a ring of user L∗ where none
of them are compromised by key extraction query. Suppose the protocol tran-
script is (u, L∗, h,

⋃n
i=1{(Vi)}), by the standard rewinding argument [3], we get

another valid transcript (u, L∗, h′,
⋃n

i=1{(V ′
i )}) where h �= h′ with non-negligible

probability. We will have Vi = V ′
i for i ∈ {1, · · · , n}\{i∗} and Vi∗ �= V ′

i∗ . Since
both of them are valid, we have the following equations hold.

gh · u = ê(Ppub, Vi∗)ê(P, qIDi∗ Vi∗)ê(Ppub,
∑

i�=i∗

{Vi})ê(P,
∑

i�=i∗

{qIDiVi})

gh′ · u = ê(Ppub, V
′
i∗)ê(P, qIDi∗ V ′

i∗)ê(Ppub,
∑

i�=i∗

{Vi})ê(P,
∑

i�=i∗

{qIDi
Vi})

Dividing them gives gh−h′
= ê(qIDi∗ P + Ppub, Vi∗ − V ′

i∗), we thus get (qIDi∗ ,

(Vi∗ − V ′
i∗)1/(h−h′)) as a solution of k-CAA problem.

5.3 Extension Against Concurrent Man-In-The-Middle Attack

We adopt the multi-trapdoor commitment scheme introduced by Gennaro [16],
and an on-line/off-line variant of Boneh-Boyen signature [4] proposed by [19],
to transform our basic ad-hoc identification protocol into one that is secure
against concurrent man-in-the-middle attack, assuming strong Diffie-Hellman
assumption [16] and k-CAA assumption.

We need strong one-time signature and multi-trapdoor commitment scheme
as building blocks, Multi-trapdoor commitment scheme is integrated into the
description below. Strong one-time signature scheme is used as a black box,
details of it can be found in the Appendix.

SET UP : The KGC randomly chooses x ∈R Z∗
q and s ∈R Z∗

q , keeps (x, s) as the
master secret key and computes the corresponding public key Ppub = xP and
P̃pub = −sP . Let Q be another generator of G1, a random element μ ∈R Z∗

q

is randomly chosen and Qpub = μQ will be used as a common reference string.
We also need three collision-resistance hash functions: H0 : {0, 1}∗ → Z∗

q H1 :
{0, 1}∗ → Z∗

q . and H2 : {0, 1}∗ → Z∗
q . The system parameters are:

{G1, G2, q, ê(·, ·), H0(·), H1(·), H2(·), g = ê(P, P ), P, Ppub, P̃pub, Q, Qpub}.
KGEN : The user with identity ID ∈ {0, 1}∗ submits ID to KGC. KGC sets qID

to be H0(ID) ∈ Z∗
q . For private key, firstly β ∈ Z∗

q is randomly chosen, then
compute xID = −βP̃pub and yID = β + sqID and SID by SID = 1

x+xID
P . The user’s

private key is set as SID = (qID, xID, yID). Finally, KGC sends this private key SID

to the user via a secure channel.

P and V : Let L = {ID1, ID2, · · · , IDn} be the set of identities of n users, where
the prover is IDs. Below gives a typical run of the extended protocol, between
the prover algorithm P and the verifier algorithm V .

1. P performs the following in the commitment phase.
(a) Choose vi ∈R Z

∗
q , and compute Vi = viP ∀i ∈ {1, 2, · · · , n}\{s}.
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(b) Compute (vk, sk) ← OGEN (1k), where OGEN is the key generation
algorithm
of strong one-time signature scheme.

(c) Compute e = H2(vk), where e is a specific public key of the multi-
trapdoor commitment scheme.

(d) Choose r ∈R Z
∗
q .

(e) Compute u = grê(P,
∑

i�=s {vi(qIDi
P + Ppub)}).

(f) Set He = eQ1 + Q′
1.

(g) Choose γ ∈R Z∗
q and computes the commitment com = H ′(u)P + γHe.

(h) Send (yID, com, vk) to V .
2. V chooses a challenge h ∈ Z∗

q and sends h to P .
3. P performs the following in the response phase.

(a) Compute Vs = (h + r)SIDs .
(b) Compute sig = OSIGsk(IDs, Ppub, P

′
pub, com, h, u, γ,

⋃n
i=1{Vi}).

(c) Send (u, γ,
⋃n

i=1{Vi}, sig) to V .
4. V verifies as follows.

(a) Compute xIDi
= P̃

yIDi

pub + qIDi
P ′

pub, ∀i ∈ {1, · · · , n}
(b) Compute e = H2(vk) and He = eQ1 + Q′

1.
(c) Continue if com = H ′(u)P + γHe, abort otherwise.
(d) Continue if OVERvk(IDs, Ppub, P

′
pub, com, h, u, γ,

⋃n
i=1{Vi}) return �.

(e) Return � if gh · u = ê(Ppub,
∑
{Vi})ê(P,

∑
{xIDiVi}) holds.

5.4 Discussion

We note that the use of the on-line/off-line ID-based private key generation
procedure in [19] makes our protocol loss one of the benefits of using ID-based
system – spontaneous group formation. To include user IDi in the ring, one needs
to get yIDi , which mean user IDi must have requested for the user’s private key
in the ID-based cryptosystem. On the other hand, we note that ID-based cryp-
tosystem is often deployed within a medium-size organization, in contrast with
a global system with a huge number of users. Maintaining a publicly available
list of yIDi

is possible in common scenarios. We conjecture the security of the
above protocol can be followed from the security of the Gennaro’s compiling
technique [16]; however, a more careful formal investigation should be made due
to the subtlety that may arise from the difference of non-anonymous single-user
identification settings and anonymous identification settings.

6 Conclusion

We successfully turn a weakness in cryptographic scheme as a useful feature in
another context. A new efficient identity-based linkable ring signature scheme is
resulted. We show two applications of our scheme – a short strong designated
verifier signature scheme and an ad-hoc anonymous identification scheme.
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A Definitions of Security

A.1 Identity-Based Ring Signature Scheme

Definition 2. An ID-based ring signature scheme is said to satisfy the property
of existential unforgeability against adaptive chosen-message-and-identity attacks
if no adversary has a non-negligible advantage in the game below.

Setup: The challenger C takes a security parameter k and runs SET UP to gen-
erate common public parameters params and the master secret key s.

Attack: After obtained params from C, the adversary A can perform a polyno-
mially bounded number of queries described below in an adaptive manner

– Hash functions queries: A can ask for the values of the hash functions (e.g.
H0(·) and H1(·) in our proposed scheme) for any input.

http://eprint.iacr.org/2003/214
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– KGEN : A chooses an identity ID. C computes KGEN (ID) = SID and sends
the result to A.

– SIG: A chooses a group of n users’ identities
⋃
{IDi} where 1 ≤ i ≤ n, and

any message m. C outputs an ID-based ring signature σ.

Forgery: The adversary A outputs an ID-based ring signature σ and a group
of n users’ identities

⋃
{IDi} where 1 ≤ i ≤ n. The only restriction is that

(m,
⋃
{IDi}) does not appear in the set of previous SIG queries and each of the

secret keys in
⋃
{SIDi

} is never returned by any KGEN query. i.e. no private
keys in

⋃
{SIDi

} is known. It wins the game if VER(σ,
⋃
{IDi}) is equal to �.

The advantage of A is defined as the probability that it wins.

Definition 3. An ID-based ring signature scheme is said to have the uncon-
ditional signer ambiguity if for any group of n users’ identities

⋃
{IDi} where

1 ≤ i ≤ n, any message m and any signature σ, where σ = SIG(m,
⋃
{IDi}); any

verifier A even with unbounded computing resources, cannot identify the actual
signer with probability better than 1

n ( 1
n−1 if A is in the signers group).

A.2 Identity-Based Strong Designated Verifier Signature Scheme

The existential unforgeability is defined like a normal ID-based signature scheme,
with an addition verification oracle as verification now requires a private key.

Strong designated verifier property means that there exists a PPT algorithm,
which takes the verifier’s secret key SIDv

, produces an identically distributed
signature that is indistinguishable from the one produced by the SIG algorithm.

A.3 Identity-Based Ad Hoc Anonymous Identification Scheme

The anonymity can be defined similarly as that in ring signatures. In addition to
completeness, we want special soundness (or witness extractability) and HVZK.
Special soundness means there exists a probabilistic polynomial-time (PPT) al-
gorithm E outputting the secret key of the user, given two valid transcripts
authenticating that user, using the same commitment in responds with differ-
ent challenges. HVZK means there exists an PPT algorithm S such that for all
secret keys, it can output a valid transcript with the same distribution as that
produced by P on input of the same secret key and an honest V .

The definition below is extended from the single-prover 3-pass protocol, in
public key based and non-anonymous settings [3] to the n-prover �-pass protocol,
in ID-based anonymous settings. Here give a formal definition of security against
(unrestricted) cheating verifier attacks.

(Definition of the Adversary.) An adversaryA = (V̂ , P̂) is a pair of probabilis-
tic algorithms, denoting the cheating verifier and cheating prover, respectively.
We consider a game having two phases, the training and impersonation phase.

(Initialization.)In the start of training phase, the setup algorithm SET UP
first executed to output the system parameters parmas. It is assumed that all
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algorithm below will take params as one of the input parameters. Then the
key generation algorithm KGEN is executed for n times to give (QIDi

, SIDi
), i ∈

{1, · · · , n}. V̂ is given ∪i∈{1,··· ,n}{QIDi},
(Training Phase.) V̂ interacts concurrently with different clones of each prover

Pi, all of these have independent random tapes and being initialized with
(QIDi

, SIDi
).

In a more formal way, Pi is a function that takes an incoming message and
current state, and returns an outgoing message and updated state. V̂ ’s message
to Pi is in the form of (M, j), where j denotes the clone j of Pi.

M can be a null string ε for initiating clone of Pi to start the identification
process. In this case, a fresh random tape Ri,j is chosen, the initial state Sti,j,0
of clone j of Pi is set to (QIDi

, SIDi
, Ri,j), then (Mout1, Sti,j,1) ← P (ε, Sti,j,0)

is executed and Mout1 is returned to V̂ . The updated state Sti,j,1 is saved by
Pi,j .

Cheating verifier V̂ sends the subsequent messages of the protocol (can be
more than one, so our definition makes sense in x-pass identification protocol
where x is larger than 3) by issuing a request of the form (Min�, j), where Min� is
the �-th message (counting the null message ε as the “0-th” message) sent by V̂ to
the clone Pi,j . Pi,j then computes the output in the form of (Mout�+1, Sti,j,�+1)
by taking input of (Min�, Sti,j,�).

(Adversary Compromises Provers.) V̂ can also issue a special request of the
form (compromise, i), to get the secret key corresponding to SIDi .

(Concurrency of Attack.) By saving the state Sti,j,�, prover clone will respond
according to the sequence specified by the protocol. These requests of V̂ can be
arbitrarily interleaved otherwise, e.g. V̂ can firstly send (Mout1, j) to Pi,j , then
(ε, j′) to Pi′,j′ , followed by (Mout1, j

′) to Pi,j′ .
(Impersonation Phase.) Eventually, V̂ outputs some state information Sttrained

and declares the end of the training phase. The impersonation phase then starts,
and the cheating prover P̂ is initialized with Sttrained. P̂ outputs a list of user L∗

to indicate the choice to impersonate some prover Pi∗ in this list L, verifier V is
initialized with such list L and yet another independent random tape. P̂ and V
then interact. We say that adversaryA wins if it has not compromised any prover
in the training phase and V accepts in this interaction.

(Definition of Advantage.) The advantage Advimp−ca(k) of A in this game is
the probability that A wins, taken over the coins of K, the coins of V̂, the coins
of the prover clones and the coins of V . We say that an identification scheme for
n-prover is secure if Advimp−ca(k) is negligible in k for all adversary A.

B Strong One-Time Signature

Let S = (OGEN ,OSIG,OVER) be a public key signature scheme consists of
the key generation algorithm OGEN , signing algorithm OSIG and verification
algorithm OVER. OGEN takes as an input security parameter 1k and outputs
a signing/verification key pair (sk, vk). OSIG takes sk and a message m as input,
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outputs a signature σ. OVER is a deterministic algorithm taking vk, a message
m and a signature σ, outputs � or ⊥ depending whether the signature is valid. S
should be correct such that OV ERvk(Sigsk(m)) = � for all message m and for
all (sk, vk) generated by OGEN . For security, we assume S is strongly unforge-
able (cannot create a new valid signature even for previously-signed messages)
under adaptive chosen-message attacks. We refer one-time signature schemes
as a class of signature schemes with a slightly modified security model that an
adversary can only request a signature on a single message.
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assume that a public cryptosystem can be considered as secure as the keys are
secured. Taken this as a premise we should guarantee that a key is strictly secure
during all events on its life cycle. A way to achieve this is by designing systems
to securely create, manage, copy, and destroy private keys maintaining an audit
record of all uses during the key life.

Hardware security modules are specific hardware designed to protect key
against any kind of logical and physical tampering or extraction of cryptographic
material from its environment. The HSMs are normally hardware that passed by
certification procedure. The most widely known are FIPS 140-2 [1], a certifica-
tion developed by USA’s Department of Commerce, and Common Criteria [2],
developed by a consortium having in mind the creation of protection profiles for
such equipment. Normally these equipments implement their own key manage-
ment protocols, which due to industrial concerns are not made publicly available
for scrutiny, making us reasoning about their true correctness. Another impor-
tant issue to the actual HSMs is their targeted development to the Bank industry
and not to PKI, making some important PKI issues, like, strict key usage control
and auditing, play a secondary role in the security context, normally making the
HSM just a digital safe where we trow our keys.

Key management life cycle has been studied by many researchers [3,4,5].
Menezes et al. [6] discuss the public key management in a general context, in-
cluding from user registration and initialization to key revocation.

However, protecting a private key in a CA context was always one of the main
concerns in any PKI deployment, and is discussed by Jeff Schiller [7]. He states
that protection schemes can be broken into two basic classes: schemes where no
human ever has access to the raw private key material and schemes where a
human may have access to the raw private key material. In the first, the private
key is stored in a hardware device which itself requires a hardware token to
operate. He advises that when a key is generated by this kind of devices, special
attention should take in account to deploy facilities to recover the key from a
failed unit.

Having an open protocol is an important matter when concerning to crypto-
graphic algorithms and to cryptographic protocols. This was stated by Auguste
Kerckhoffs[8] in the 19th century and by Claude Shanon[9] in 1948, and our
main concern when designing this protocol is the lack of access to the industry
owned protocols due to their intent to protect their copyrighted material. This
makes us always suspicious when using a so sensitive equipment like a HSM to
control keys for a Certification Authority in a PKI environment.

This work presents a cryptographic protocol to manage private keys. Our fo-
cus is an open key life cycle protocol for public key infrastructure’s Hardware
Security Modules which will fit on Schiller’s first category. The proposed pro-
tocol was embedded in a hardware designed to be a HSM holding all physical
tampering countermeasures.

The paper is structured with this introduction section, followed by section 2,
where we present all the protocol basic ideas and concepts, as well as the premises
we assumed during the protocol development in subsection 2.1. Later on section 3
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we present our sub-protocol for initialisation and creation of the administrator
group. In section 4 we present our sub-protocol for creation of the operators
groups, addressing the problem of no trust between the groups inside the pro-
posed HSM. Then in section 5 we present the sub-protocol for key generation
and assignment to an operator group, which is followed by section 6, where we
present the sub-protocol responsible to apply the concept of key policies and that
will allow the operators group to unwrap a key for usage. Finally in section 7
we address some implementation issues that arose in our work and detail our
prototyping environment. In section 8 we present our conclusions and propose
future work in the theme.

2 Protocols

To address the problems on key life cycle management, we need to answer some
questions on the key during all its life cycle. First, it is important to know who
is authorised to create a key. This means that only authorised users can create
keys and then delegate the use of the key to other user. In addition, we should
guarantee that the key is unique and was generated on a secure and controlled
environment, i.e., no one knows or has generated the same key pair before.
The system administrator can answer the former questions by using a certified
system. The singleness of the key can be achieved by using a true random number
generator and the key has always to be stored in the memory of such certified
system while not ciphered.

The precise time when the key is generated, used, or destroyed must be logged.
The way the key is released to use and when and how many times it was used
must be also subject of control and tracing.

To each key can be attributed a policy. The key, for instance, can be released
for n uses or for a period of time for an application. Other aspect to consider
is the control of how many operational copies there are for a key. As many
operational keys exists, much more difficult to manage the life cycle of each
copy of the key. Due to the additional difficulties introduced by a high number
of operational keys, is advisable to keep as low is possible these number. In some
practical situations, like a signature system, is common to keep only one key.

We will be presenting in this paper our proposal to address the problem of
private key management in public key infrastructures, specifically in the domain
of Hardware Security Modules. Our key ideas in the protocol development were
to work under a shared responsibility scheme, were all operations must be done
by groups instead of a single person, and they will have one symmetric key Ks
which will be used to encrypt the asymmetrical private key Kr material assigned
to them. This symmetric key will be shared between the group using a share se-
cret algorithm, like the one proposed by Shamir [10], allowing to reconstruct
the secret with a minimum number of parts specified at group creation. This
is an important operation in the OpenHSM protocol, on all its uses, because
by splitting the ownership of a key through a group, we increase the number



OpenHSM: An Open Key Life Cycle Protocol 223

of people necessary to corrupt and to exploit to gain access to the key being
shared, increasing in this way the whole security of the system.

Another key feature we present in our protocol is the existence of an internal
public key infrastructure, which will have a self-signed certificate issued inter-
nally by the HSM that will constitute our trust point. From this certificate,
we construct a single certification authority to issue certificates to all people
involved in the operations of the proposed protocol. By controlling the access
to the private key of this internal CA we can limit administrative operations
in our protocol, chaining the administrative task to a successful secret share
reconstruction and a subsequent decryption of the private key tied with this
certificate.

This paper just take in count the four initial processes of the key manage-
ment scheme, that are the initialisation and creation of administrator group, the
creation of operators group, the application’s asymmetric key generation and
application’s asymmetric key usage. This is done this way due to limits on space
in the paper. We also give clues on other important facts to a complete key
management scheme, like the necessity of modifying the current groups, change
the ownership of an application key, do secure backups to the whole system and
enable an audit trail. Also because of space limitations we summarise all the de-
scriptions for principals, message parts/objects and operations in Appendix A.

2.1 Premises

To design the proposed protocol we have established some premises as follow:

– each administrator ADMI and operator OPERI hold securely its private
keys, respectively KrADMI and KrOPERI ;

– random number generator works perfectly and true randomly as an internal
part of the principals generating cryptographic keys;

– NXD is a data storage that should be considered as any other, but its data
is flushed on a pre-established basis;

– data storages, like ADS, ODS, CRL, CTL, NXD and KDS, store data as
it was sent to them, no additional cryptography is used;

– the secret sharing scheme works perfectly;
– all data is securely deleted by a part that holds it when it knows that it will

not be used anymore in the current run of the protocol, and no data can be
kept to other runs of the protocol, except the data sent to those principals
acting as storage facilities;

– all certificates used in the protocols are checked against their CRLs and their
certificate path must be constructed with a certificate contained in CTL as
point of trust.

The premises above have the only purpose of delimitating and normally address
some implementation related problem that we must assume as solved when con-
sidering the protocol.
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3 Initialisation and Creation of Administrator Group

We start this process creating a system-wide administrator group by informing
two values to feed the shared secret scheme, N and M , where 1 ≤ N ≤ M
and they will denote the minimum number of principals in the group to acti-
vate it, and the size of the system-wide administrator group. Each individual
administrator must know the key pair and the personal information that will
compose its certificate that will be issued by the internal PKI in the HSM .
Finally, to initiate the protocol run, the HSM can generate in advance its key
pair KrHSM , KuHSM and a symmetric key KsADM , all this initial knowledge
is described in Table 1.

Table 1. Principals Initial Knowledge

Principal Initial Knowledge
ADMI N, M, KrADMI , KuADMI , ADMIDI

1

HSM KrHSM , KuHSM , KsHSM
1

3.1 Messages Exchange

The sub-protocol we propose to handle the initialisations, create the basic envi-
ronment to the key life cycle management, and create the administrator group
is as follows:

1. ADM −→ HSM : N, M
2. HSM −→ CTL : {|KuHSM |}KrHSM

3. ADMI −→ HSM : KuADMI , ADMIDI

4. HSM −→ ADMI : {|KuADMI |}KrHSM , {|KuHSM |}KrHSM

5. HSM −→ HSM : KsADM0 ||...||KsADMM

6. HSM −→ ADS : {KsADM0...M }KuADM0...M
, {|KuADM0...M |}KrHSM ,

{KrHSM}KsADM

In the step 1, an administrator from the proposed set informs the HSM his
willing to initialise the process by sending N and M , that are respectively, the
minimum amount of administrators to reconstruct the shared secret used to
protect their session key and the size of the administrator group. In the transition
between step 1 and step 2, the HSM generates a key pair, named KrHSM and
KuHSM , and will generate a self-signed digital certificate in X509v3 format[11],
that will mark our point of trust. To establish the trust in this certificate, in the
step 2, the HSM will store this certificate in the CTL, that will be checked to
guarantee the validity of every principals certificate present in the subsequent
protocols runs.

After this initial trust establishment, every ADMI from the administrators
groups will interact with the HSM , by generating its own key pair KrADMI ,
1 Not necessarily an initial knowledge. This knowledge can be generated during the
protocol run.
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KuADMI and sending KuADMI and ADMIDI to the HSM as is shown in step 3,
where ADMIDI is the identification needed to issue the ADMI user certificate.
By receiving KuADMI and ADMIDI the HSM , in step 4 will issue a certifi-
cate {|KuADMI |}KrHSM with the information provided, and will send this
certificate, together with its own self-signed certificate {|KuHSM |}KrHSM to the
administrator ADMI that will store them properly.

After interacting with all M administrators informed in step 1, the HSM will
run step 5, where it will generate randomly a session key KsADM , and will split it
using the secret sharing scheme explained in the previous section 2. After having
KsADM shared, the HSM will encrypt every {KsADMI} with the public key
KuADMI extracted from the ADMI ’s certificate just generated, and will store all
M encrypted parts together with {KrHSM}KsADM in the Administrators Data
Storage (ADS), as show in step 6.

3.2 Key Objectives of the Sub-protocol

As this sub-protocol is meant to initialise the HSM, establish trust points, and to
create the administrators, we shall accomplish the following security objectives:

– never disclose KrHSM ;
– never disclose KsADM ;
– never disclose KsADMI ;
– never disclose KrADMI ;

The requirement of non disclosure of KrHSM exist because this private key is
used to establish all trust inside the HSM by signing all the certificates be-
longing to administrators, and self-signing the HSM certificate. KsADM should
never be disclosed because it is used to protect KrHSM on its storage form.
Any KsADMI should never be disclosed because by having N or more parts,
independently of order, can lead to the reconstruction of KsADM , what will
make KrHSM accessible. According to what was stated on previous sections,
KrADMI should never be disclosed during the protocol run, because this can
compromise KsADMI and subsequently all the rest of the security objectives of
the sub-protocol.

4 Creation of Operators Group

This operation will create the operators groups, which will be responsible to use
and retain the guard of the HSM managed keys. This process is started by
informing the K and L values, where 1 < K < L, by the administrator group,
respectively the minimum amount of operators needed to reconstruct the shared
secret, and the size of the operators group. The purpose of these secret sharing
operations is the same as explained in the earlier section 2.

Normally each operators group present inside our HSM implementation will
represent a Certification Authority private key being protected inside our cryp-
tographical perimeter. This feature was introduced to let a single HSM being
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used independently inside the same PKI environment to represent CA in the
same or different levels in the hierarchy depending just on the policy established
by the PKI management team.

The creation of an operators group slightly differs from administrators group
creation, because it will not have a private key directly assigned to it (in this
first moment) and because of the existence of KsOPER∗, that is responsible for
trace when the group is valid for administrative operations.

This is necessary because we do not want to establish trust between the ad-
ministrator group and any of the operators group. When KsOPER∗ is deleted for
some operator group, no administrative task can be done to this group until the
recovery of KsOPER∗. This scheme is possible by the use of XOR properties, and
will be also important in the future to define traceability of operational copies
in the case of backups of the HSM contents.

To initialise a run of this sub-protocol, we should have some initial knowledge
by each player, and this is described in Table 2. Each ADMI should know its
key pair KrADMI , KuADMI , as well as the HSM certificate KrADMI , KuADMI .
The administrator group should know in advance the values of OPERID, K
and L, that will be the group identification, the threshold of the secret sharing
reconstruction and the size of the operators group being created respectively.
The HSM should be able to generate during the run the values of KsOPER,
KsOPER∗ and at least N nonce NI to securely authenticate the administrator
group.

Table 2. Principals Initial Knowledge

Principal Initial Knowledge
ADMI OPERID, K, L, KrADMI , KuADMI , {|KuHSM |}KrHSM

HSM KsOPER, KsOPER∗, NI
4

OPERI KrOPERI , KuOPERI , OPERIDI
4

CTL {|KuHSM |}KrHSM

ADS {KsADM0...M }KuADM0...M
, {KrHSM}KsADM , {|KuADM0...M |}KrHSM

Each operator OPERI should know in advance its own key pair KrOPERI ,
KuOPERI and its personal data OPERIDI that will be used to issue its certifi-
cates. The principals CTL and ADS should be able to provide the data necessary
to correctly authenticate the administrators group.

4.1 Messages Exchange

The sub-protocol we propose to handle the creation of operators groups is the
following:

1. ADM −→ HSM : K, L, OPERID

2. ADS −→ HSM : {KsADM0...M }KuADM0...M
, {KrHSM}KsADM ,

{|KuADM0...M |}KrHSM

3. HSM −→ ADMI : {{KsADMI}KuADMI
, NI}KuADMI
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4. ADMI −→ HSM : {KsADMI}NI

5. HSM −→ HSM : KsADM0 ||...||KsADMN

6. HSM −→ NXD : KsOPER∗
7. CTL −→ HSM : {|KuHSM |}KrHSM

8. HSM −→ ODS : {KsOPER ⊕KsOPER∗}KuHSM

9. HSM −→ HSM : KsOPER0 ||...||KsOPERL

10. OPERI −→ HSM : KuOPERI , OPERIDI

11. HSM −→ OPERI : {|KuOPERI |}KrHSM , {|KuHSM |}KrHSM

12. HSM −→ ODS : {KsOPER0...L}KuOP ER0...L
, {|KuOPER0...L |}KrHSM

This process is started with the administrator group informing the HSM an
operator group identification OPERID and the values of K and L in the step 1.
K and L values are respectively, the minimum amount of operators to recon-
struct the shared secret used to protect their keys and the size of the operators
group, and OPERID is a unique identification for the operators group being
created. As we consider this is an administrative operation, we must have ad-
ministrative authorisation. To start this process, in step 2 the ADS sends to
the HSM the values {KsADM0...M}KuADM0...M

and {KrHSM}KsADM , that is
all KsADMI ciphered with the KuADMI , plus KrHSM ciphered with KsADM .
Following the step 3, the HSM will send to each ADMI in the administrator
group, its ciphered part {KsADMI}KuADMI

to deciphering, plus {NI}KuADMI
,

that is a freshly generated nonce ciphered with the ADMI public key extracted
from the certificates already sent from ADS. This is done due to two reasons.

First we want to avoid replay attacks in the messages sent by the ADM
back to the HSM . Second, we need a shared value to cipher KsADMI sent in
step 4 back from ADM to HSM , because this communication normally flows
outside the cryptographic barrier of the HSM , and the collection of N part of
KsADMI can lead to the reconstruction of KsADM . Note that we double cipher
the value of {KsADMI}KuADMI

to avoid the capabilities of a Dolev-Yao attacker
[12] in reconstructing messages to replay. After doing this process with at least N
administrators, the HSM is able to reconstruct KsADM as shown in step 5 and
consequently decipher KrHSM , accomplishing the administrators authentication
and enabling the protocol to continue.

Following the protocol, the HSM will generate two symmetric encryption
keys, one KsOPER that will be used to cipher every key belonging to the group
being created, and KsOPER∗, that is a key to enable administrative operations
on the operators group and will be the base for the separation of trust between
the groups. The key KsOPER∗, is stored in the NXD as shown in step 6 to
enable administrative operations on the group for a while. In step 7, the CTL
sends to the HSM the value {|KuHSM |}KrHSM that is the self-signed certificate
of the HSM . This is done because we will need to cipher the result of the
XOR operation between KsOPER and KsOPER∗ with the public key that is
on this certificate. This will tie any subsequent operation on the groups with
deciphering KrHSM , that means an administrative authentication. The value of
{KsOPER⊕KsOPER∗}KuHSM is stored in the Operators Data Storage ODS in
step 8.
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After this binding to administrative task when dealing with the operator
group, we need to share KsOPER to the L operators belonging to this operator
group. This task is very similar with what we have done when sharing KsADM to
the ADM group in section 3. In step 9 the HSM splits KsOPER in L parts, then
in step 10, each operator will inform to the HSM is own public key KuOPERI

and OPERIDI that is all the identification needed to issue the operators X509v3
certificate {|KuOPERI |}KrHSM . In step 11, the HSM sends the operators cer-
tificate, plus the HSM certificate to each operator OPERI with the message
{|KuOPERI |}KrHSM , {|KuHSM |}KrHSM .

Finally, the HSM will use the public keys present in each certificate issued
to the L administrator and will cipher all the L values KsOPERI parts with it and
send them to ODS together will all operators certificates {|KuOPER0...L |}KrHSM ,
accordingly with step 12.

4.2 Key Objectives of the Sub-protocol

As this sub-protocol is meant to create the operators group, that are the groups
responsible to use the keys managed by the HSM, and taking in consideration
that there is no complete trust between any groups inside the HSM, we should
accomplish the following security objectives:

– never disclose KsOPER;
– never disclose KsADM ;
– never disclose KrHSM ;
– never disclose KsADMI ;
– never disclose KrADMI ;
– never disclose KrOPERI ;
– never disclose KsOPERI ;
– never disclose {KsOPER ⊕KsOPER∗};

As we have access to KrHSM , we have the same chain of objectives as stated in
section 3, so we must protect KsADM , KsADMI and KrADMI from disclosure.
The additional security objectives we must consider now are the non disclosure
KsOPER that is the symmetric key that will cipher all the keys belonging to the
group being created The non disclosure on KsOPERI , because with a K amount
of them we can reconstruct KsOPER, and we shall not disclose any operator
private key KrOPERI . Finally we also must protect {KsOPER ⊕ KsOPER∗},
because by knowing that this is a XOR compound value, an attacker can access
KsOPER∗ from NXD and use it with {KsOPER⊕KsOPER∗} to obtain KsOPER,
that is an already specified security objective.

5 Application’s Asymmetric Key Generation

This sub-protocol explain how to create the HSM managed keys. We consider
this an administrative process, however, there should exist the operators group
to which this key will be delegate and this administrative operation must be
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authorised by the operator group with the explicit existence of KsOPER∗ in the
NXD.

The administrators are able to recover the operators group secret using
KsOPER∗ key from NXD and {KsOPER⊕KsOPER∗}KuHSM from ODS. When
the administrators are authenticated, they recover KsADM key. Using it, they
are able to load {KrHSM}KsADM from ADS and after they can decrypt the
XOR operation result. Now, using the reversible propriety of XOR operation,
the administrator group can recover the operators key applying {KsOPER ⊕
KsOPER∗} ⊕KsOPER∗. Becoming the operators key KsOPER known.

Other particularly in this sub-protocol is the KEY PARAM . It will specify
the key properties, like algorithm and size. For example, it could be a 1024 bits
RSA key pair.

The table 3 show a summary about the necessary things to execute this sub-
protocol.

Table 3. Principals Initial Knowledge

Principal Initial Knowledge
ADMI OPERID, KEY ID, KEY PARAM,KrADMI , KuADMI ,

{|KuHSM |}KrHSM

HSM KrAPP , KUAPP , NI
4

NXD KsOPER∗
ADS {KsADM0...M }KuADM0...M

, {KrHSM}KsADM

ODS {KsOPER ⊕ KsOPER∗}KuHSM

The administrator group must know in advance OPERID, KEY ID and
KEY PARAM , that are the operator group identification to which the keys will
be delegated, and identification for the keys being generated, and the parameters
for the key generation process respectively. Each ADMI Must know its own key
pair, and the HSM must be able to generate the key pair KrAPP , KUAPP and
at least N nonce NI to securely authenticate the administrators.

The NXD must have stored KsOPER∗ for the group to which the keys will be
delegated, showing with this that the operator group was aware of this adminis-
trative operation. ADS must have all authentication data for the administrator
group stored in it, and ODS must have all authentication data for the operator
group informed in OPERID.

5.1 Messages Exchange

The sub-protocol which creates a new HSM managed key is described below:

1. ADM −→ HSM : KEY NAME, KEY PARAM, OPERID

2. ADS −→ HSM : {KsADM0...M }KuADM0...M
, {KrHSM}KsADM

3. HSM −→ ADMI : {{KsADMI}KuADMI
, NI}KuADMI

4. ADMI −→ HSM : {KsADMI}NI

5. HSM −→ HSM : KsADM0 ||...||KsADMN
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6. ODS −→ HSM : {KsOPER ⊕KsOPER∗}KuHSM

7. NXD −→ HSM : KsOPER∗
8. HSM −→ HSM : KsOPER

2

9. HSM −→ OUT : KuAPP

10. HSM −→ KDS : {KrAPP }KsOP ER , KuAPP , KEY NAME, OPERID

This process is started with the administrator group informing the HSM the
identifier of the new key KEY NAME, the key generation parameters
KEY PARAM and the operator group identifier OPERID (this group must
be created before), as shown in the step 1. We set this as an administrative
operation, so the administrator group must be validated. The validation is made
in the steps 2, 3 and 4, where the ADS load to the HSM the data necessary to
the authentication process. Thus, the HSM sends to each ADMI its ciphered
part {KsADMI}KuADMI

, plus a ciphered nonce {NI}KuADMI
, and each ADMI

send back to the HSM your part ciphered with the nonce the HSM send in the
previous step. Finally the administrator secret can be recovered in the 5 when it
has more than N deciphered parts of KsADM . This validation has been shown
in the previous section 4.

Following the protocol, in step 6, the ODS will send to the HSM the result
of the XOR operation done when creating the operators group, ciphered with
KuHSM . In the next step, 7, the NXD will send the HSM the authorisation
value KsOPER∗, that will be used by the HSM to XOR with {KsOPER ⊕
KsOPER∗} and obtain KsOPER, as shown in step 8.

Between the steps 8 and 9, the application key pair subject to the HSM pro-
tection is generated, then the public key is exported in the step 9. In step 10,
all necessary information regarding the key is stored into the Key Data Storage
KDS including the operators group identifier OPERID, key name
KEY NAME, public key and encrypted private key {KrAPP }KsOP ER , KuAPP .
The operators group will use this information to allow the recovery of the key.

5.2 Key Objectives of the Protocol

The main objectives in this protocol are to securely generate a key pair and
delegate its usage and management to an operator group, so the main security
objectives are:

– never disclose KsOPER;
– never disclose KsADM ;
– never disclose KrHSM ;
– never disclose KrAPP ;
– never disclose KrADMI ;
– never disclose KsADMI ;
– never disclose {KsOPER ⊕KsOPER∗};

2 This is recovered by applying the XOR properties in the {KsOPER ⊕ KsOPER∗}.
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As we consider this an administrative operation, we must have administrative
authorisation to do so. By doing this way we have the same security requirements
as other previous sub-protocols, that are the non disclosure of KrHSM our trust
root, KsADM its ciphering key, and KrADMI and KsADMI that are the secrets
that protect KsADM in its shared form.

Additionally, as we deal with the operator group, by doing and administrative
operation in its name, we must have access to {KsOPER ⊕ KsOPER∗}, that
when XORed with KsOPER∗ gives us KsOPER. They are security objectives,
because they will protect KrAPP , our main security goal, and mean of existence.
KsOPER is important because it will cipher KrAPP , and {KsOPER⊕KsOPER∗}
is important because with it we can derive easily KsOPER.

6 Application’s Asymmetric Key Usage

This sub-protocol will cover the managed keys usage. This usage does not rep-
resent specifically to sign or encrypt something with the key. It will load the
key and apply the specified policy on its. The operations of signing or ciphering
something with the private key subject to protection is no in the scope of this
protocol, and should be treated as HSM API.

The policy, represented by KEY POL, will specify restrictions on loaded
keys. The operators group can set a maximum number of operations using the
key for signatures or encryptions and/or set a range of time for the key remain
loaded. For example, the key can be loaded for three uses and five minutes. The
first policy reach will unload the key automatically and this sub-protocol must
be executed again to load the key for a next usage.

In the table 4, we can see the items which must be initial knowledge. Basically,
the system must be initialised, the administrators, at least one operators group
must have been created and one key must also have been created.

Table 4. Principals Initial Knowledge

Principal Initial Knowledge
OPERI KEY ID, KEY POL, KrOPERI , KuOPERI , {|KuHSM |}KrHSM

ODS {KsOPER0...M }KuOP ER0...M
, {|KuOPER0...L |}KrHSM

KDS {KrAPP }KsOP ER , KuAPP , OPERID

HSM NI

6.1 Messages Exchange

1. OPER −→ HSM : KEY ID, KEY POL
2. KDS −→ HSM : {KrAPP }KsOP ER , KuAPP , OPERID

3. ODS −→ HSM : {KsOPER0...L}KuOP ER0...L
, {|KuOPER0...L |}KrHSM

4. HSM −→ OPERI : {{KsOPERI}KuOP ERI
, NI}KuOP ERI

5. OPERI −→ HSM : {KsOPERI}NI

6. HSM −→ HSM : KsOPER0 ||...||KsOPERK

7. HSM −→ HSM : KrAPP , KEY POL
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The process starts, in the step 1, when the operators group send the command
to load the key including the identification KEY ID and a policy KEY POL
for it. This is not an administrative operation, but it is necessary to validate
the operators group, as they are the effective owners of the key subject to the
HSM protection. The operator group to which the key belong is known be-
cause it is loaded from KDS in step 2,together with they ciphered private key
{KrAPP }KsOP ER and its public part KuAPP . The validation of the operators
group will follow the same mechanism followed by the administrator group au-
thentication in other sub-protocols.

First, in step 3 ODS will send all data necessary to authenticate the operator
group, that is all ciphered parts {KsOPER0...L}KuOP ER0...L

, and the opera-
tors certificates {|KuOPER0...L |}KrHSM . In step 4, the HSM will send each
operator OPERI it ciphered part {KsOPERI}KuOP ERI

, plus a freshly gener-
ated nonce ciphered with its public key {NI}KuOP ERI

. Following, each operator
OPERI will send to the HSM its part of the shared secret ciphered with the
nonce {KsOPERI}NI , as described in step 5.

After collecting K parts deciphered by the administrator, the HSM will be
allowed to recover KsOPER as shown in step 6, by the reconstruction of the
shared secret. Finally, the policy KEY POL is applied in the step 7 and the
key is loaded, being ready for its usage.

6.2 Key Objectives of the Protocol

The main objectives in this protocol were to securely load a key pair by an
operator group following a policy, so the main security objectives are:

– never disclose KsOPER;
– never disclose KsOPERI ;
– never disclose KrAPP ;
– never disclose KrOPERI ;

As this operation must just have authorisation from operators group, the autho-
risation must never have disclosure of KsOPER, the operators group secret and
the key that is used to encrypt the managed keys. KrOPERI and KsOPERI that
are the secrets that protect KsOPER in its shared form.

Additionally, as the main objective of HSM, we must never have disclosure of
KrAPP . It must be used just under authorisation and respecting the policy.

7 Implementation Issues

Although we create and manage keys, we do not plan any protocol for key
destruction or deletion, because this could be simply accomplished by removing
the ciphered parts from KDS, but this is not always that simple and sometimes
extremely difficult to achieve. Normally this is covered by the PKI policies, what
tend to the destruction of all private key material by physical means, like the
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incineration of the HSM itself and everything that could have had contact with
these key material.

Other thing that is not covered in the protocol, is the operators group de-
struction, but this is easily achievable just by destroying X operators privates
keys, where X > N . This will also render all keys that belonged to the operators
groups set being destroyed unusable, as long the NXD part of the group is not
available for administrative matters.

7.1 Prototype

The embedded application was developed in C language and involved many
technologies, including smart card support, cryptography, data storage, secret
sharing and X509v3 certificates. To solve these technology gaps we used known
open/free libraries, such: OpenSSL - for cryptographic operations and X509
certificate support, SQLite - a lite database with focus in embedded systems,
OpenSC - smart card support, SharedSecret - for sharing secrets and PCSC-
LITE - supporting smart card readers and tokens, everything integrated with a
FreeBSD system running with embedded customisations we developed.

The hardware was projected to be tamper proof system using a Security
Unit(S.U.) to manage all sensors and protection systems, including a Random
Number Generation, a separate Clock and a true eraser circuit. The key manager
software was integrated using a library to manage the configuration of the S.U.
and used a pipe system to receive a problem detection message from the S.U.

8 Conclusions

This work presented a cryptographic protocol to manage private keys in a Cer-
tification Authority context, i.e., an application that can be embedded in a
Hardware Security Module. It is known the security of a PKI is related to how
the keys are generated, used and destroyed. Thus, our protocol was conceived
to have a strong control of the keys, a requirement in PKI solutions. The proto-
col was itself built on an internal PKI, i.e., we have designed a PKI to manage
private keys of external Certification Authorities.

To manage the HSM, it was created groups. The administrator group is
responsible to create new application keys and the operator groups. The lat-
ter group is bound to the private keys of the applications, like a certification
authority.

The protocol was coded and embedded in a prototype HSM. The implemen-
tation has shown that it is comfortable and secure to manage private keys to
Certification Authorities. It also showed that we can use this strict key controls
to debug CA software. As future work it is intended to extend the protocol pre-
sented by including a backup feature and auditing system. We also propose to
do formal analysis on the protocol.
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Appendix A: Conventions

The protocols are subject to conventions in Table 5, Table 6 and Table 7.

Table 5. Description of all Operations Used in the Protocols

Operation Description
{} Data inside brackets is ciphered by subscript key outside brackets.

{||} Data inside piped brackets is signed by subscript key outside brackets.

|| Data is concatenated or dissociated using a secret sharing scheme.

{⊕} Data inside brackets is logically XOR-ed and the result becomes 1 single
object.

http://www.commoncriteriaportal.org /public/files/ppfiles/pp0006b.pdf
http://www.commoncriteriaportal.org /public/files/ppfiles/pp0006b.pdf
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Table 6. Description of all Principals of the Protocols

Principal Description
ADMI An administrator of the HSM

HSM The HSM Crypto-Processor

CTL Certificate Trust List

ADS Administrator Data Storage

OPERI An operator of the HSM

NXD Non Exportable and Temporary Data Storage

ODS Operator Data Storage

OUT External output of HSM.

KDS Key Data Storage

CRL Certificate Revocation List.

Table 7. Description of all Objects and Message Parts of the Protocols

Message Description
M Size of the administrators group.

N Minimum amount of administrators to reconstruct a shared secret.

I Any principal part of a group.

KrHSM Private key of the HSM.

KuHSM Public key of the HSM.

KrADMI Private key of one Administrator.

KuADMI Public key of one Administrator.

ADMI Identification for one Administrator.

KsADM Symmetric key used for ciphering KrHSM .

KsADMI Shared part of KsADM belonging to one Administrator.

NI A random value just used once (Nonce).

K Size of the operators group.

L Minimum amount of operators to reconstruct a shared secret.

OPERID Identifier of a operators group.

KrOPERI Private key of one operator.

KuOPERI Public key of one operator.

OPERIDI Identification for one operator.

KsOPER Symmetric key for ciphering private keys owned by operators group.

KsOPERI Shared part of KsOPER belonging to one Operator.

KsOPER∗ Non exportable and temporary operand that enables administrative
operations to an operator group.

KEY ID Identifier for the key being generated or being used.

KEY PARAM Parameters for the key being generated.

KrAPP Application protected private key.

KuAPP Public key related with KrAPP .

KEY POL Policies for a key being used.
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Abstract. We present a use case of the introduction of a large scale
Public Key Infrastructure (PKI) environment in an incumbent telecom-
munications company in The Netherlands. The main characteristics of
the case are the integration of an existing physical access facility with
a PKI environment for logical security of the company ICT infrastruc-
ture. In fact, both are accessed using a single (smart) company card. The
purpose was to implement a high level of security, within the practical
constraints at hand, and to reach a level of reduced sign-on for company
employees. This integration poses numerous challenges. In this article
we describe how PKI is actually introduced to support authentication,
signing and encryption services for its employees.

18.000 personalised smart cards with PKI were issued, controlling ac-
cess to over 1500 buildings, fitted with in total more than 6000 smart
card readers. The smart cards also controlled access to 14.000 personal
workstations both desktops and laptops (each fitted with a contact smart
card reader), with access to over a 1000 different applications.

Keywords: PKI, Access control, smart card, reduced sign-on.

1 Introduction

To grant their employees access to office buildings and plants, companies these
days issue their employees a (smart) card that is both an identity card as well
as an electronic key. Usually, this key can be used without any further authen-
tication to enter the premises. Few companies would require their employees to
enter a PIN code as well as presenting their card to open a door, for instance.
Such a system for access control to physical objects has been known and in use
for quite some time. It grants or denies access to office buildings and sectors
within such buildings in a convenient and uniform manner.
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However, access control to objects in the digital domain (like computing sys-
tems, company applications and information) is usually not handled in the same
uniform manner. They often have their own access control mechanism. This
is a burden on employees. Consider, for example, the multitude of user names
and passwords an office worker may have to enter during the course of a single
working week.

This difference can be explained partially by the fact that implementing access
control for digital objects is considered more difficult than implementing access
control for physical objects. It is also caused by the fact that no single system
for uniformly handling authentication and access control is in widespread use
today. This is true because Kerberos[NT94], and other methods of single sign-
on, largely remain academic exercises, even though (a variant of) Kerberos is
part of the Microsoft code base.

This paper describes a use case where all employees of a large telecommu-
nications company in the Netherlands were issued with a single smart card to
obtain access to both physical and digital objects. Security, authentication and
access control in the digital domain is based on a Public Key Infrastructure
(PKI) (cf. [AL99, RFC 3280, ES00]).

There were three reasons to use a single smart card for access control in the
digital as well as the physical domain.

1. There were high security requirements concerning the general handling of
digital information, as well as the authentication of the actor in a workflow.

2. The aim was to arrive at a more user-friendly system of reduced sign-on.
3. It was desirable to reduce cost through a simpler and unified access control

management organisation.

The latter point could only be achieved through a scalable solution that was
usable for a large population of workers with varying skills and technical back-
ground. This solution is documented in this paper.

The remainder of this paper is structured as follows. We first discuss the issue
of how many keys are needed for physical and logical access control. Section 3
describes the functional architecture. Details on the use case are presented in
Section 4. The concrete architecture is given after that. We finish with an ex-
ample of how an employee is entered into the system (section 6) and conclude
with user experience, security issues and conclusions.

2 How Many Keys Do We Need?

A number of international information security organisations have studied the
trend that security increasingly crosses the confines of individual objects, towards
a more holistic, integrated, approach. They concluded that the convergence of
security within (large) enterprises is rapidly emerging and enterprises need to
adapt accordingly [Ham05]. In fact, this convergence may cover all the objects
within a value chain, and extends through physical as well as informational
goods.
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Fig. 1. Our vision on keys

In practise, access control in the physical world is achieved by companies
throughout the world using one electronic key. Access to individual doors and
entrances is managed by an access control management system, that maintains
an access control list (ACL) of all allowed keys for each individual door. Of
course, this concept can in principle also be used to manage access to objects
in the digital domain. As figure 1 shows, one single token1 could even suffice to
control access to both physical and digital objects. However, there are practical
issues that lead us to the conclusion that we need two separate tokens, one for
the digital and one for the physical domain (that can, of course, be stored on a
single carrier like a smart card).

2.1 Access to Physical Objects

First of all, there already exists, within the company, a huge nationwide up-
to-date installed based for physical access to the company premises. A lot of
physical readers are installed nationwide, that would need to be replaced in case
of technology change. So for costs reasons a change to this installed base should
be avoided.

For physical objects, companies may pose, as an extra requirement, that the
handling of an access request is handled very quickly. This way, the number of
entry doors in a company can be kept low even when many employees enter at the
start of the working day. For this reason, entering a PIN code when entering the
building is not an option, as it would be prohibitively expensive in terms of time.

Moreover, access to different sectors within a building are usually protected
using locked doors that need to be unlocked separately.

2.2 Access to Digital Objects

For digital objects, usually the access rights for all available objects are de-
termined the moment the user is authenticated by the system. That means,
1 Note that a token refers to a ticket, or access right, not a hardware token. In other
words, a token is not the same as a smart card.
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however, that a more thorough access procedure is in order. If the key grants
access to a large collection of objects (which is typically the case) then the ap-
plications with the most stringent security requirements determine the minimal
requirements for this access procedure. A PKI based solution then appears to be
an appropriate choice compared with other forms of authentication (like user-
name/password approaches). Once the decision to base the solution on PKI is
made, the smart card containing the key can also be used to store other keys for
other applications one wishes to distribute to the employee [GK03].

3 Functional Architecture

At a high level of abstraction we have distinguished four building blocks in our
architecture for access management:

– identity management,
– requesting and managing of assets and access rights,
– provisioning (actually delivering) the assets and the access rights, and
– the actual use of the assets and the access rights by the user.

These four building blocks and their interdependence are depicted in figure 2. In
the use case, each of the four building blocks is implemented using one or more
specific components, as described in section 5.

The four building blocks in figure 2 have been drawn in their logical process
order. Each building block provides information to the audit and control layer.
Because business more and more need to prove that rules and regulations were
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followed within their business processes (think, for example, about the Sarbanes-
Oxley legislation), a separate layer addressing policy and auditing issues has
been added to the picture. This layer can also support special forms of assigning
access rights to business processes (for instance classical function separation, or
geographically determined access rights).

Using a common architecture can reduce costs. Becker & Drew [BD05] re-
port on practical experiences with investing in solutions for the building blocks
’requesting and managing assets and access rights’ and ’provisioning’. They con-
clude that in order to obtain an acceptable return-on-investment (ROI), the
number of employees using the building blocks for which the investment was
made should be larger than 10.000. Applying the same architecture to 5-10 sys-
tems simultaneously will considerably increase the ROI.

4 The Use Case

The use case concerns a large incumbent telecommunications company in The
Netherlands. In this case, more than 18.000 personalised smart cards with PKI
were issued, controlling access to over 1500 buildings, fitted with in total more
than 6000 card readers. The smart cards also controlled access to 14.000 personal
workstations both desktops and laptops (each fitted with a contact smart card
reader), with access to over a 1000 different applications. These numbers made
the case a challenging one.

The smart card used actually contains two chips: a contactless Mifare chip2

to access physical objects (containing the physical access key), and a contact
Philips microcontroller with 32K EEPROM, Triple-DES coprocessor and FameX
RSA coprocessor for access to digital objects (containing the PKI keys). The
latter chip uses the GlobalPlatform3 Card Specification v2.1.1. Mifare is an
industry standard for contactless communication developed by Philips. It is also
subsumed by the newer NFC standards4. For the sake of completeness, actually
the contact microcontroller contains two PKI key pairs. One key pair is used
for authentication (which is also used for digital signatures) and one key pair is
used for encryption.

The name of the holder and a passport photo are printed on the smart card.
For the sake of completeness the smart card was also fitted with a magnetic
stripe to remain fully backwards compatible with the installed base of magstripe
readers. The smart card is used to authenticate its holder, to grant access to
physical buildings and digital applications and information.

Depending on the security level required by the application, authentication is
performed through one of the following 3 functions:

1. the smart card with a passport photo that resembles the holder, or
2. the smart card itself (mainly to open physical doors), or

2 www.mifare.net.
3 www.globalplatform.org.
4 www.nfc-forum.org.

www.mifare.net.
www.globalplatform.org.
www.nfc-forum.org.
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3. the smart card together with the pin code unlocking the embedded PKI
controller.

The smart card is personalised in a single phase, in which also the PKI key pairs
and certificates are being generated. In the use case it was decided that two sepa-
rate token mechanisms were needed to meet the different requirements regarding
authentication, speed and robustness. By integrating these separate mechanisms
on a single smart card the total constellation of access control procedures and
mechanisms remain manageable both for employees as well as the managers.
Once combined, future applications can choose whichever authentication token
they wish to use. In the future a PKI based authentication (involving a PIN)
could be used to grant access to highly sensitive areas of a building.

Function 1 is used to bind the card to a physical person.
Function 2 is primarily used to grant access to company buildings. Another

application that uses function 2 lies on the boundary of the physical and the
digital world. It concerns the selection of printers to which documents in a print
queue should be printed. Printers only actually print a job in the queue when
the owner of the job presents the smart card to the printer. The owner does not
select the printer when issuing the print command, but physically when reaching
the actual printer and presenting the card.

Function 3 is primarily used to grant access to the personal account in the
digital world. The employee presents the smart card to the desktop computer
(or the laptop), and is asked for the PIN code.

Moreover, the smart card can also be used to read encrypted mail and digitally
sign mails or e-forms (in a legally binding way [1999/93/EC]).

At the end of 2008, most of the company applications can only be accessed
through function 3, meaning that employees are less confronted with a plethora
of username and password combinations than before, to achieve a form of reduced
sign-on.

5 Technical Architecture

We will now discuss the building blocks used in the technical architecture, and
and how these building blocks relate to the procedures surrounding identity
management. In the use case, the building blocks together implement a full-
service ’token management’ system: all phases in the life cycle of a smart card
are supported (such that the end user does not have to worry about smart card
production and data processing), such that they can rely on the quality of the
authentication offered by the card. Some of these building blocks are offered
commercially as a service component (e.g. the token management application)

The existing ICT infrastructure of the use case was taken as point of depar-
ture. This guarantees optimal reuse of existing infrastructure, which results in
faster implementation and less cost. The most important element to be inte-
grated is PKI. In the global architecture we distinguish the following building
blocks (for ease of presentation not all elements that exist in reality are men-
tioned). See Figure 5 for details.
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– Personnel administration (functional block: ’identities’)
• status employee: processes for job-entry (A-0) and exit.
• core data for smart card and access control (personnel number, name on

card, e-identifier (i.e. email address), state, function, manager, organisa-
tion code, etc.)
• self-service interface for employees and managers (function interface X-1)

– Token Management Application (functional block ’requestandmanagement’)
• status smart card: processes for issuing and management
• core smart card date (card id, state, corresponding employee number)
• flow control for life-cycle smart card
• self service and signalling functions for employees and managers
• back office functions and help desk
• control and audit functions

– Order application for end-user accounts (function-interface X-3; functional
block ’request and management’)
• status end-user accounts and processes for delivery and management

– Management application for authorisations on digital objects (function-
interface X-4; functional block ’request and management’)

– Management application for authorisations on physical objects(functional
interface X-2; functional block: ’request and management’)

– Passport photo function for passport photo and identity control (functional
block ’issuing’)

– Production line for smart cards and mailings (functional block ’issuing’)
• processes for production and control
• scalable issuing (100-10.000 smart cards a week)
• core data smart cards and mailings
• direct mail
• PKI Certificate Authority (functional block ’issuing’)
• PKI local Registration Authority (functional block ’issuing’)

As an example of the type of adjustments needed to the existing situation, and
as a prime example of the general design philosophy, consider the process of en-
tering identifying information for a new employee. The new employee first needs
to be entered into the personnel administration. All items that need to be put
at the disposal of the new employee (smart card, end-user account) can only be
issued to the end-user after this registration. The order in which these items are
issued cannot be guaranteed by a certain order. The smart card needs to con-
tain the end-user account details of the employee. The logical consequence of this
fact is that the issuing of email address and account details is shifted from the
party normally issuing the end-user accounts to the personnel department. This
way the smart card (that contains the PKI certificates and email address) can
be produced even before the user owns an end-user account and has a working
email address. Only after the employee gets access to his account, his reserved
email address is activated. A notice is sent to the personnel administration. As
a consequence, the email addresses are no longer under the control of the ICT
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environment (those are now controlled by the personnel administration), but the
status of the email addresses (whether they are activated or not) still is under
the control of the ICT environment.

5.1 End-User Certificates, Certificate Authorities, and PKI
Hierarchy

Five different Certificate Authorities (CA’s) are available to create end-user cer-
tificates. These CA’s each cover a different domain and have different policies to
issue certificates. The five domains are:

1. Employee CA
2. Employee Home PC User CA
3. Business Relations CA
4. German part of the company
5. Belgium part of the company

At the moment the Employee CA and Business Relation CA are operational.
The five CA’s are part of a hierarchy. In figure 3 the hierarchy is depicted. The
hierarchy is setup this way to possibly create a commercial proposition as well. It
is possible to create another ‘Company subCA’ at the same level as the ‘Royal
Company N.V. CA’. This can than possibly create its own different subCA’s
depending on the requirements of that company. Still leaving the ‘Company
B.V. CA’ responsible.

End-user certificates (issued by the Employee CA) and accompanying private
keys all reside on a smart card. End-user certificates (issued by the Business
Relations CA) and accompanying private keys all reside on a USB stick. No
final decision is made concerning the other three CA’s concerning the way end-
user certificates and accompanying private keys are issued.
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5.2 End-User PKI Key Generation and Certificate Creation
Process

The process of PKI key generation and certificate creation starts with an input
file generated by the Token Management Application (TMA), see figure 4. TMA
is responsible for the employee information in the certificate. This information is
retrieved from the Company employee information database combined with the
information that is provided by the photographers. The smart card prepersonal-
istion and personalisation is outsourced to a dedicated company with a dedicated
smart card production line. This company is responsible for the generation of the
signing PKI key pair. The public key of the signing key pair and the employee
information with regard to the signing related certificate is than sent to a System
Integrator in a secure way. The Key Manager process that resides at the System
Integrator generates the encryption PKI key pair and stores the encryption key
pair in a secure way. Both the public signing key and the public encryption key
together with the employee information ending up in the certificate are used
by Verisign5 (the Employee CA, see also figure 3) to create the final end-user
certificates. The certificates together with the private encryption key are sent in
a highly secure way to the smart card personalisation system. This information
is put on the smart card.

6 How a New Employee Is Entered into the System

The flow ’new employee’ can globally be determined from the scheme in Figure 5.
The flow starts at A-0, were the new employee ’is born’ in the system. As soon
as the personnel file contains enough data, the applications in the function block
’request and management’ (see Figure 2) can be fed with the relevant data.
After that, management actions X-1 up to X-4 can be executed independently
from smart card production. These management actions comprise requesting
an end-user account and setting access rights to buildings, for example. Smart
card production is controlled by step B. The smart card production flow is
controlled by the token management application (TMA). In step C-1, the new
employee receives a letter instructing him to obtain a passport photo from a
passport photographer. The employee is free to choose the photographer from
a list of photographers offering the service. In step E the token management
application receives the passport photo digitally from the photographer, together
with control information regarding the identity paper presented by the employee
at the photographer. The control information is necessary for securing this part
of the smart card issuing process, to prevent issuing smart cards to the wrong
people.

After a quality check the smart card can be produced (step F-1). The card is
produced by an external, third, party, see also figure 4. The production process
facilitates key recovery for the private decryption key.

5 www.verisign.com.

www.verisign.com.
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The private authentication key (also signing key) never leaves the smart card
(and is also not recoverable). This offers a very high level of trust in the authen-
tication provided through messages signed by this key. Public certificates are
generated, signed by the PKI Certification Authority and stored on the smart
card (steps G-1 through G-4). From that point onwards both PKI key pairs can
be used. The card (and independently the PIN and the PUK (recovery PIN))
are sent to the employee. The token management application receives, through
H-2, a signal regarding the state of the smart card request. When the card is
produced, applications are notified (J-1, J-2). The employee is also sent a sepa-
rate activation code. Only after activation (I) the functions for (physical) access
are available.

The PKI key recovery function for the private decryption key is triggered
whenever an encryption certificate is revoked through the token management
application. When that happens, the lost key is provided automatically to the
end-user environment of the corresponding user, or his/her manager in case the
person is no longer employed by the company.

The large scale roll out of the smart card took place without any significant
problems. Because of the close cooperation between all parties involved, startup
problems could be resolved immediately.
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7 Conclusions

7.1 Security Level

The whole process of issuing smart cards and providing authentication runs at a
high security level. Smart card production is performed in a secured facility and
data is exchanged through virtual private networks (VPNs). The whole process
satisfies the requirements for a Verisign class 3 environment. Because of existing
contractual obligations between the telecommunication company and Verisign
in the use case Verisign class 2 was chosen.

7.2 User Experiences

User satisfaction concerning the operation of access control to the buildings
remained positive after introduction of the new smart card. Regarding access
control to the digital objects, results are only known for the test environments.
They are also positive. A first point of particular interest is the handling of the
smart card by end-users. After the complete changeover, there is no longer a
need to change passwords every 6 months. We expect a considerable reduction
in calls to the help desk because of this. People that (have to) use the secure
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email functionality will notice a change and a slight increase in the complexity
of their tasks (related to the management aspects of secure email). We do not
have concrete user experience data for this yet.

7.3 Summary

Using available building blocks and by following the process oriented functional
architecture, a production line for a smart card supporting several security mech-
anisms was implemented in a period of 10 months. The combination of physical
and digital access on the same smart card offers increased user convenience. With
the large scale introduction of PKI an important component to secure digital
objects has become available within the company. The smart card was issued to
a total of 18.000 people in a matter of four weeks.

References

[1999/93/EC] Community framework for electronic signatures, Directive,
1999/93/EC (1999)

[AL99] Adams, C., Lloyd, S.: Understanding Public-Key Infrastructures.
SAMS (1999)

[BD05] Becker, M., Drew, M.: Overcoming the challenges in deploying user pro-
visioning/identity access management backbone. BT Technical Jour-
nal 23, 4 (2005)

[ES00] Ellison, C., Schneier, B.: Ten risks of pki: What you’re not being
told about public key infrastructure. Computer Security Journal 16,
1 (2000)

[GK03] Gelbord, B., Kleinhuis, G.: On the use of pki in a residential gateway
environment. In: ICWI 2003, pp. 1125–1128 (2003)

[Ham05] Hamilton, B.A.: Convergence of enterprise security organisations
(2005)

[RFC 3280] IETF. RFC 3280, Internet X.509 public key infrasturcture. Tech. rep
(2002)

[NT94] Neuman, B., Ts’o, T.: Kerberos: an authentication service for computer
networks. IEEE Communications Magazine 32, 9, 33–38 (1994)



On the Robustness of Applications Based on the

SSL and TLS Security Protocols

Diana Berbecaru and Antonio Lioy

Politecnico di Torino, Dip. di Automatica e Informatica
Corso Duca degli Abruzzi, No. 24, 10129, Torino (Italy)

Abstract. The SSL and TLS security protocols have been designed and
implemented to provide end-to-end data security. This includes data in-
tegrity that is the data cannot be modified, replayed or reordered by
an attacker without being detected at the receiving endpoint. SSL and
TLS however does not provide data delivery integrity, in the sense they
do not guarantee that all the sent data will actually arrive at the other
side. This is because, for example, SSL/TLS cannot know in advance
which is the exact size of the data to be sent over the secured channel.
The mosts recent versions (SSLv3 and TLSv1) provide some form of pro-
tection against loss of data records by means of sequence numbers and
specialized close notify alert messages to be sent when tearing down the
SSL connection. Unfortunately, this is not enough when the last record
containing application data together with the closure alert are deleted
on purpose, as it happens in the truncation attacks. SSLv3/TLSv1 spec-
ifications do not indicate what should happen (at the application level)
if the close notify message never arrives at the receiver. Consequently,
for applications where it is important to ascertain that the data reached
untruncated the other party, it is required to have an additional control
at the application level.

In this paper we show (based on practical tests) that some widely-used
applications implementing SSLv3 and TLSv1 do not perform further con-
trols on the size of the data to be received, and thus they are vulnerable
to truncation attacks. For tests we implemented a specialized MITMSSL
tool, used to manipulate the SSL/TLS records exchanged between two
communicating parties.

Keywords: security, SSL/TLS, truncation attack, MITM attack.

1 Introduction

The Secure Sockets Layer (SSL) security protocol has been widely implemented
and is nowadays the de facto standard(s) for providing secure e-commerce trans-
actions over the Web. SSL was first developed in 1994 by Netscape, when the
browser’s designers realized that there was no way to guarantee the security of
the network through which Web data was transmitted. Consequently, the best
way to protect data was to provide encryption and decryption at the connec-
tion’s endpoints. Since Netscape’s designers wanted a unified solution that could
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be used also with non-HTTP applications, SSL was not incorporated into the
browser itself but it was located at a level among the reliable TCP transport
layer and the application layer above. In theory, application developers would
take advantage of the new layer by replacing all the traditional TCP calls (e.g.
send, recv) with the new SSL calls implemented by SSL libraries (e.g. SSL write,
SSL read in OpenSSL library [1]). SSL gained remarkable attention and popu-
larity in short time, and it was further improved in version 2, while version 3 [2]
was heavily modified in order to fix some serious security drawbacks of SSLv2.

In the same time, as other commercial vendors, such as Microsoft, started to
develop their own security protocols operating on top of the transport layer, the
Internet Engineering Task Force was asked (by Netscape and Microsoft) to define
a standard for an encryption layer protocol as a compromise to stave off incom-
patible, vendor-specific solutions. The result was the definition of the Transport
Layer Security (TLS) protocol, which took into consideration inputs from multiple
vendors for its specification. The first version of TLS, TLS 1.0 [3], is based on SSL
version 3 (SSLv3), consequently it is sometimes referred as SSL 3.1. TLS 1.1 [4]
instead contains mainly improvements to protect the protocol against the cipher
block attacks in CBC mode pointed out by Vaudenay [5]. TLS 1.0 and TLS 1.1 are
referred further as TLSv1. TLSv1 and SSLv3 have subtle implementation differ-
ences [6], the application developers usually notice only very little differences while
the end users would not see any difference at all. Nevertheless, TLSv1 and SSLv3
are not interoperable, the most significant difference being that TLSv1 requires
certain encryption algorithms that SSLv3 does not. Most (commercial) products
support nowadays SSLv2, SSLv3 and TLS 1.0.

All SSL versions, as well as TLSv1, were subject to various security analy-
ses and studies, aimed mainly to identify the weaknesses of the protocol both
for what it concerns its design (theoretical attacks), its implementation (prac-
tical attacks) as well as its usage, e.g. attacks related to user’s behaviour or to
the features of the application based on SSLv3/TLSv1 protocols. Examples of
such attacks include: the downgrade and the truncation attacks that are due
to weaknesses in the protocol specification (in SSLv2 for example) [7]; the Man
In The Middle (MITM) attacks that are mostly due to wrong user’s behaviour
with respect to server’s digital certificate used for authentication; the side chan-
nel attacks like timing attacks [8] that exploits the information gained from the
physical implementation of the SSL protocol running on a system, rather than
the theoretical weaknesses in the protocol itself; Vaudenay’s attack (further ex-
tended in [9]) exploits instead certain characteristics of the application running
on top of SSLv3/TLS 1.0, like for example the fact that the same password is
going to be sent several times over the SSLv3/TLS 1.0 protected channel.

In this paper we demonstrate (based on practical tests) that a truncation
attack can actually be performed against some widely-used applications that
support SSLv3/TLS 1.0, and not only against SSLv2, which has already been
known to be vulnerable to such an attack. For this purpose we developed a tool
named MITMSSL, whose role is to intercept and manipulate (i.e. delete, modify,
copy and replace) the SSLv3/TLS 1.0 records exchanged between the client
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and the server. We illustrate the results obtained for testing the robustness of
some SSL/TLS-enabled products, including browsers (Firefox, Mozilla, Internet
Explorer), software tools (WGet & CUrl), web servers (Apache) and security
libraries (OpenSSL).

The paper is organized as follows: Section 2 gives a brief overview both of the
phases executed at SSLv3/TLSv1 (further referred also as SSL/TLS) connection
establishment and shut down as well as of the fields of protocol records involved
in the attack, Section 3 explains our contribution consisting in the description
of SSLv3/TLSv1 truncation attack and our MITMSSL tool used to perform
it, Section 4 shows the experimental tests performed with MITMSSL tool, and
Section 5 provides a short discussion and the future work envisaged in this area.

2 SSL/TLS Protocol Details

2.1 SSL/TLS Connection Phases

Generally speaking, four principal operational phases are executed by one party
when establishing and closing an SSL/TLS connection with another communi-
cating party. The phases are illustrated in Fig. 1 and a short description of each
phase is given below:

Phase 1: Set up a TCP connection. In this phase, basically a three way hand-
shake is run among the client and the server in order to establish a TCP connec-
tion. It is important remind here that SSL/TLS distinguishes clearly between
a connection and a session. In SSL/TLS terms, a connection is a peer-to-peer
connection with two network nodes, while a session is an association between a
client and a server that defines a set of security parameters such as the encryption
algorithms used, the session number etc, and are established during the negoti-
ation of the SSL handshake protocol. Sessions are used to avoid negotiation of
new security parameters for each connection. This means that a single SSL/TLS
session can actually be shared among multiple connections. However, for sim-
plicity purpose, in Fig. 1 we illustrated a one-to-one correspondence between
TCP connections and SSLv3/TLSv1 sessions, which could not be the common
case in practice.

Phase 2: SSL/TLS Handshake protocol. Its main role is to establish an
SSL/TLS connection. In this phase basically two processes take place. The first
one is the key exchange, meaning that the client and the server must securely
exchange a shared secret, named pre-master secret. The pre-master secret is used
next to independently compute one shared key, named master secret, which will
be used subsequently to derive the keys required in provide integrity and confi-
dentiality of the communication. The second process is the authentication of the
communicating parties involved1. The authentication is typically done via digi-
tal certificates. There exists a full handshake protocol used to initiate a secure
SSL/TLS session and a shorter one used to resume a session, which is named
abbreviated SSL/TLS handshake.
1 In practice it is always required for server.
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Phase 3: Data transfer. In this phase the application data is exchanged be-
tween the client and the server. The SSL/TLS protocol encrypts all application-
layer data with an encryption algorithm and a session key negotiated by the
handshake protocol. The encryption algorithm used can be either a stream ci-
phers (e.g. RC4) or a block cipher (e.g. RC2, DES, 3DES) depending on the
ciphersuite negotiated in the handshake phase.

Phase 4: Teardown. The main role of this phase is to close a SSL/TLS con-
nection so that the other communicating party is notified that all the application
data has been transferred and the connection is going to be teared down. For this
purpose messages belonging to the Alert protocol are used. This protocol can be
invoked by the application to close a TLS connection, by the handshake protocol
to signal an error (e.g an illegal parameter) or by the record protocol to indicate
some specific SSL/TLS errors, such as an invalid Message Authentication Code
(MAC) value.

Client Server

Server Hello

Certificate Request

Client Hello

Application DataApplication Data

Server Hello Done

Server Key Exchange

Client Key Exchange

Finished
Change Cipher Spec

Finished
Change Cipher Spec

Alert Close NotifyAlert Close Notify

Certificate

Certificate Verify

Certificate

TCP SYN
TCP SYN + ACK (of client SYN)

ACK (of server SYN)

TCP FIN TCP FIN

TCP
connection 
establishment

SSL/TLS
Handshake

Data Transfer

Teardown

Fig. 1. Phases for establishing and closing an SSLv3 and TLSv1 connection. For sim-
plicity, a one-to-one correspondence between TCP connections and SSL/TLS sessions
has been illustrated.

2.2 Overview of SSL/TLS Records

Since our MITMSSL program operates on the SSL/TLS records, we remind
first the structure of a SSL/TLS record and explain only the SSL/TLS record’s
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details that have been actually used or related to the security attack detailed in
Section 3, namely the MAC calculation, the sequence numbers and the alert
protocol messages.

The SSL/TLS protocol is not just one protocol, but it is rather a set of
protocols organized on layers: at a lower level stands the Record layer composed
of the Record protocol, while at the upper level there are 4 kinds of protocols: the
Handshake protocol, the Alert protocol, and the Change Cipher Spec protocol
are used to establish and close an SSL/TLS connection, while the Application
protocol carries application data messages. The most widely known application
protocol used in conjunction with SSL/TLS is HTTP to protect communication
channel over the Internet, but in practice SSL/TLS can be used to protect the
transmission for any TCP/IP service.

The role of the Record Layer is to provide data security and integrity ser-
vices to the upper layer protocols. In practice, the Record protocol provides
data fragmentation, compression, encryption, and transmission services on the
transmitting side, and data reassembly, decompression, decryption and delivery
services on the receiving side. It uses the session keys negotiated during the
handshake for data encryption and decryption. Thus, data of either of the 4
types passed in from upper layers is encapsulated in SSL/TLS record messages
for transmission over the underlying TCP communication protocol. Since each
SSL/TLS record can include 16 Kbytes of data or less, the messages passed in
from upper layers are fragmented as necessary to meet the size limit. A record
begins with a header which includes the version of the protocol, the length of
the data in bytes and the type of the message, i.e. one of change cipher spec,
alert, handshake or application data. After the header comes the message data
section.

MAC calculation and the padding bytes. In all cases excepting the handshake
messages prior to the Finished during an initial SSL/TLS connection set up, the
data section of a record will include the actual data contents, a digest of those
contents, and possibly some padding out to the block size of the encryption
algorithm. The digest is a MAC calculated using the MAC key negotiated in the
handshake phase and it is appended to the record. When transmitting, the client
or the server combines the data fragment, the digest, and the record header and
encrypts them with the secret key to produce the completed SSL/TLS record.
When receiving, the client or the server decrypts the packet, computes the MAC,
and compares it to the received MAC. If the two values do not match, then a
bad error mac alert message is generated, causing the client or the server to close
the connection.

Sequence numbers. SSL and TLS includes a monotonically increasing sequence
number in the data that the MAC runs over. In practice, the sequence number
are not transmitted but are only included in the MAC. They are used to detect
the missing/extra data and to prevent replay or reordering attacks. There is
a separate sequence number for records sent in each direction over the SSL
connection. The sequence numbers are updated by the sender and the receiver
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independently as SSL/TLS records are sent and received. One important clue
is to note that alert messages like close notify also contain a sequence number,
in order to detect replay/reordering attacks of the last SSL records containing
application data.

Alert messages. The Alert protocol is used by the client and the server to con-
vey session messages associated with the data exchange and functioning of the
protocol. Each message in the alert protocol consists of two bytes. The first byte
takes a value warning (1) or fatal(2), that determines the severity of the mes-
sage sent. Sending a message having a fatal status by either party will result in
an immediate termination of the SSL session. The second byte of the message
contains one of the defined error codes, such as bad error mac, which may occur
during an SSL communication session.

From the alert messages defined in the SSLv3 and TLS 1.0 specifications,
we focus on the close notify alert message, since this message is handled in
MITMSSL tool. This message is used to notify the other party that it will not
send any more messages on the current SSL/TLS connection. In our opinion,
two issues need to be understood (in the SSL/TLS’specification) before testing
the robustness of SSLv3/TLS 1.0 implementations:

1. whether the close notify is mandatory (to be sent) by either or both the client
and the server.

2. what it should happen if the communicating party (client or server) doesn’t
receive an alert close notify message from the other party. Should this indi-
cate a possible truncation attack?

On the point 1) above the SSLv3 states that “..either party may initiate the
exchange of closing messages” but gives no hint on the behaviour if this alert
message is not sent. TLS 1.0 states that “..each party is required to send a
close notify alert before closing the write side of the connection”, while the TLS
1.1 specification states that “...unless some other fatal alert has been transmitted,
each party is required to send a close notify alert before closing the write side of
the connection..”. Thus, the close notify messages can be considered obligatory
in TLS 1.0 and TLS 1.1 but not in SSLv3.

On the point 2) above the SSLv3 indicates only that the session is not re-
sumable if any connection is terminated without proper close notify messages,
but gives no indication on what to do if the close notify alert has not arrived
in the first place. TLS 1.0 states also that the session is not resumable and
additionally it states that when a close notify arrives, “.. It is required that the
other party respond with a close notify alert of its own and close down the con-
nection immediately, discarding any pending writes”. Nevertheless, “..it is not
required for the initiator of the close to wait for the responding close notify alert
before closing the read side of the connection”! In TLS 1.1 the session becomes
resumable and it is mentioned that ..The other party MUST respond with a
close notify alert of its own and close down the connection immediately, discard-
ing any pending writes. It is not required for the initiator of the close to wait for
the responding close notify alert before closing the read side of the connection.
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Thus, also here it is not clear what should happen (at the application level) if
the SSL/TLS close notify message never arrives at the receiving party. The tests
we’ve performed indicates that this can result in a truncation attack, which is
not detected in some widely used SSL/TLS enabled applications.

3 Truncation Attack

3.1 SSLv3/TLSv1 Truncation Attack

The truncation attack is a security attack that can be applied in phase 4, that
is when tearing down an SSL/TLS connection. SSLv2 is subject to the trunca-
tion attack (referred subsequently as SSLv2 truncation attack), because it allows
either side to send a TCP FIN to terminate an SSL connection. In a SSLv2
truncation attack, the attacker could make it appear that a message was shorter
than it was, by simply forging a TCP FIN. Imagine for example the case of an
SSL application that fragments SSL/TLS data records in blocks of 128 bytes;
in this case an attacker is able to delete the last part of the following sentence:
“Dear Mr. Smith, I decided to take the following action after our discussion hold
last Thursday: I will buy 1000 auctions of PRNG”, making it appear as “Dear
Mr. Smith, I decided to take the following action after our discussion hold last
Thursday: I would buy 1000 auctions of PRN”. Unless the receiver had some
other way of knowing what message length to expect, it would simply believe
that it has received a shorter message. To prevent this security problem, SSLv3
introduced a close notify alert message, whose role is to help systems detect such
attacks. If a system received “...buy 1000 auctions of PRN” but did not receive
an alert close notify message, it would recognize that the complete message may
not have arrived.

We remind that the close notify is an SSL message (and therefore secured)
but is not part of the data stream itself and so is not seen by the application.
No data may be transmitted after the close notify is sent. As mentioned in the
above section as well as in [10], unfortunately not all environments can rely on the
close notify alert messages. Web browsing users, for example, may simply turn off
their personal computer after completing a transaction, before that computer has
a chance to send a close notify alert message. More thorough protection requires
that applications using SSL security be sensitive to the possibility of premature
closures. Web servers that support the HyperText Transfer Protocol (HTTP) for
example, include a Content-Length field with each page they send to a client.
Clients should verify that the amount of data they receive is consistent with this
field’s value.

In the following tests, we’ll perform basically truncation attacks also for SSLv3
and TLS 1.0. We’ll show that even though some SSLv3/TLS 1.0 implementa-
tions support and send alert close notify messages, an attacker will be able to
do the same attack as for SSLv2 if he manages to cancel this alert message.
To distinguish this attack from the one applying to SSLv2, we call this attack
SSLv3/TLSv1 truncation attack.
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3.2 MITMSSL Tool

A Man In The Middle (MITM) attack is “form of active wiretapping attack
in which the attacker intercepts and selectively modifies communicated data in
order to masquerade as one or more of the entities involved in a communication
association” [11]. Thus, the MITM attacks have mainly two characteristics [12]:

– they represent active attacks.
– they target the associations between the communicating entities, rather than

the entities or the communication channels between them.

The MITM attack can be applied at various levels in the TCP/IP stack and for
various protocols. For example, the Address Resolution Protocol (ARP) cache
poisoning and the TCP connection hijacking are in fact MITM attacks applied to
different levels. In a typical setting, the MITM manages to place himself between
the communicating entities in a way that he can talk to each of them separately,
while each of the communicating entity thinks that he is talking directly to the
other one. Thus, neither the client nor the server are aware of the presence of
the attacker since it acts like a forwarder between them. Cryptography alone
could not be sufficient in this attack since the MITM intercepts all the messages
and thus he can decrypt and reencrypt all the messages sent back and forth (if
he is able to recover the key) or he could simply delete part of the encrypted
messages exchanged.

The classical MITM attacks in SSL/TLS communications are due to the fact
that the server is not authenticated correctly, for example when the MITM at-
tackers employs tricks like tools for visual spoofing to give the user the impression
of being connected to the origin server. Ettercap2 tool for example generates a
self-signed certificate that looks like the original server’s certificate. In this par-
ticular case however, the application (such as the browsers) would return some
warning to the user, e.g. because the CA issuing the server certificate is not
configured as trusted in the client’s browser.

Our MITMSSL tool does not decrypt/decode SSL traffic nor it can be used
for visual spoofing, but instead it modifies the SSL encoded data flow, that
is is able to cancel or duplicate entire SSL/TLS Records or even to memorize
them in a temporary buffer in order to send them later. For this purpose, the
MITMSSL tool is composed of three main modules: the Networking Module used
for handling the SSL/TLS connections, the Interface module used for reading
commands for record handling and the Record analysis and modification module
used for executing the commands on the records. Other characteristics of the
tool are:

– the possibility to save two types of log of the entire communication: the first
one memorizes all the messages sent by the communicating parties to the
MITM, i.e. the original messages; the other one instead is activated when the
MITM starts sending data and thus it keeps trace of all SSL/TLS records
really sent.

2 http://ettercap.sourceforge.net/
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– the possibility to configure and save in a file the sequence of operations to be
done on the SSL/TLS records, that is deletion, duplication and/or registra-
tion of records; the file allows thus to run the test operations automatically.

4 Experiments with SSLv3/TLSv1 Truncation Attack

4.1 Testing Environment

The testing environment was basically composed of two machines: a Window
XP machine for the client and a machine running Linux RedHat 7.2 for the
(web) server. On the server machine we’ve started the actual SSL-enabled web
servers and other server applications such as OpenSSL’s s server, the MITMSSL
tool used to manipulate the exchanged SSL traffic and the SSLDump3 tool used
to display the intercepted SSL/TLS records in a textual form. As for the web
software, we’ve used both an Apache Web Server v1.3.33 with mod ssl v2.8.22
and Apache v1.3.9 with mod ssl 2.4.10. On the client machine we’ve run most-
commonly used browsers and other widely used applications, such as Wget, Curl
and OpenSSL’s s client application. We remind also that applications typically
rely on dedicated libraries for SSL/TLS implementation, e.g. Mozilla uses the
Network Security Services (NSS) library4, while Internet Explorer uses Microsoft
CryptoAPI. In all tests the clients tried to download from the server an image
file of 68 KB in size, shown in Fig. 2.

In the tests we distinguished between the behaviour at protocol level, that is
the actual SSL records exchanged as captured and viewed with SSLDump, and
the behaviour at application level, that is the results (error messages a.s.o.) the
user sees into his running application. Obviously, in the tests where the alert
close notify message was deleted with MITMSSL, this record will not be viewed
with SSLDump. Each test is denoted with a number (e.g. T1) and the action
performed with MITMSSL is described. In the following sections, when writing
SSL/TLS we refer to SSLv3 and TLS 1.0.

4.2 SSL/TLS in Mozilla Firefox

For this test we used Mozilla Firefox v1.5.0.7, enabling the options “Use SSL
3.0”, “Use TLS 1.0”. The messages exchanged on SSL/TLS connection closure
for each test performed are shown in Table 1.

In the normal SSL/TLS session, on closing the connection, both the server
and the client send a close notify alert, followed by the closure at a lower level
with a TCP FIN message.

T1. Cancel a data record sent by the server, in the middle of the data
flow. At protocol level, the connection is closed by the client due to the bad
MAC error detected when processing the SSL record following the one that has

3 http://www.rtfm.com/ssldump/
4 http://www.mozilla.org/projects/security/pki/nss/
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Fig. 2. Full image Fig. 3. Truncated image

been canceled with the MITMSSL tool. At the application level the result is that
the image is not shown and the the browser displays an error message of type:
“The image cannot be displayed because it contains errors”.

T2. Cancel the last data record sent by the server, but DO NOT cancel
the close notify sent by the server. The behaviour at the protocol level is as
follows: the connection is closed due to the bad record mac alert generated when
processing the close notify message. Afterwards, the client initiates a handshake
again and tries to transfer the data. If also the second time the last data record is
canceled but the Alert close notify is not canceled, the same behaviour as above
is obtained at the protocol level and at the application level, but the client does
not make another (the third) trial. Finally, the result at application level is that
no image is shown and the browser displays an error message of type: “The
image cannot be displayed because it contains errors”.

T3. Cancel the last data record and the close notify record sent by
the server. At protocol level, the SSL connection is closed in the following
manner: the server closes the connection with a close notify (which is deleted
with MITMSSL) and at a lower level with TCP FIN; the client sends also an
alert close notify and then it closes the connection at a lower level with TCP
FIN. Consequently, in this case the application’s implementation on the client
side doesn’t signal any error and the communication is closed without problems
by the browser, even though the last portion of the data sent by the server has
been truncated. Thus, at application level no error is signaled by the browser to
the user, the image file is transferred to the client but it is INCOMPLETE, that
is the truncated image shown in the Fig. 3 is viewed in the browser.

4.3 SSL/TLS in Mozilla

For the client side, two versions of Mozilla web browser have been tested: Mozilla
v1.7.8 and Mozilla v1.7.12. We enabled the options “Enable SSL version 3” and
“Enable TLS 1.0” and disabled “Enable SSL version 2”. For each test performed,
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the messages exchanged on SSL/TLS connection closure at protocol level are
shown in Table 2.

T1. Normal TLS session. At protocol level, the following behaviour has been
observed on SSL/TLS connection closure: after the completion of the handshake
and after transferring the data, the server sends an alert close notify, followed
by the closure of TCP connection with a TCP FIN packet. The client sends also
an alert close notify and closes subsequently the connection with a TCP RST.

T2. Cancel a data record sent by the server, in the middle of the data
flow. At the protocol level the following behaviour is observed: a MAC error is
signaled by the client, at the calculation of the sequence number for the record
following the one that has been deleted. The result at the application level is
that no image is shown and the browser displays an error message of type “The
image cannot be displayed because it contains errors”.

T3. Cancel the last data record, but DO NOT cancel the alert
close notify sent by the server. At the protocol level, the behaviour on SSL
connection closing is as follows: an error is signaled by the client, because when
it receives the server’s alert close notify whose MAC has been computed with the
server’s sequence number, the client detects the error when comparing it with the
one base on his internally computed sequence number. Consequently, the client
signals the error by issuing an alert bad record mac (fatal level). This alert might
not be received by the server because it already closed the connection (with TCP
FIN), but the error will be signaled anyhow to the user in the browser. The result
at application level is that no image is shown and the browser displays an error
message of type “The image cannot be displayed because it contains errors”.

T4. Cancel the last data record and the alert close notify sent by the
server. The result obtained is the same as in T3 in the above section. Namely,
at protocol level the server closes the connection at a lower level with TCP FIN,
after having sent the close notify alert message, which is deleted with MITMSSL
in this test; the client sends independently an alert close notify and then it closes
also the connection at a lower level with TCP FIN. Consequently, the implemen-
tation doesn’t signal any error and the communication is closed without problems
by the browser, even though part of the data sent by the server has been actually
deleted. The result at the application level is that no error is signaled by the
browser to the user, the image file is transferred, but it is INCOMPLETE, that
is the truncated image shown in Fig. 3 is viewed in the browser.

4.4 SSL/TLS in Internet Explorer

In this test there have been used Microsoft Internet Explorer v6.0.26 and Internet
Explorer v6.0.29, SP2 as versions of the browser.

T1. Normal TLS sessions. In the normal SSL/TLS connection establishment
and closing, the following behaviour is encountered at the protocol level: the
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Table 1. Messages exchanged at SSL/TLS
connection teardown for tests performed
with Mozilla Firefox

Test No. Messages Exchanged
T1 S>C bad MAC

C>S Alert
level fatal
value bad record mac

C>S Alert
level warning
value close notify

C>S TCP FIN
S>C bad MAC
S>C TCP RST

T2 S>C bad MAC
S>C TCP FIN
C>S Alert

level fatal
value bad record mac

T3 S>C TCP FIN
C>S Alert

level warning
value close notify

C>S TCP FIN

Table 2. Messages exchanged at SSL/TLS
connection teardown for tests performed
with Mozilla

Test No. Messages Exchanged
T1 S>C Alert

level warning
value close notify

S>C TCP FIN
C>S Alert

level warning
value close notify

C>S TCP RST

T2 S>C bad MAC
C>S Alert

level fatal
value bad record mac

C>S Alert
level warning
value close notify

C>S TCP FIN
S>C bad MAC
S>C TCP RST

T3 S>C bad MAC
S>C TCP FIN
C>S Alert

level fatal
value bad record mac

T4 S>C TCP FIN
C>S Alert

level warning
value close notify

C>S TCP FIN

Table 3. Messages exchanged at SSL/TLS connection teardown
for tests performed with WGet

Test No. Messages Exchanged
T1 S>C bad MAC

S>C TCP FIN
C>S Alert

level fatal
value bad record mac

New TCP connection ...
C>S TCP FIN
S>C TCP FIN

T2 S>C TCP FIN
C>S Alert

level warning
value close notify

C>S TCP FIN
New TCP connection ...
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browser opens two SSL/TLS connections, one for the handshake followed by
a new one for the data transfer. In the second SSL/TLS connection the secu-
rity parameters established in the first one are resumed and the client sends
the client certificate (if requested) over the SSL encrypted channel, guarantee-
ing thus the confidentiality of the data contained in the certificate. In the SSL
connection used for the handshake, the server sends a close notify in the tear-
down phase and then it closes the TCP connection with a TCP FIN. The client
closes at its turn the connection with a TCP FIN. Instead, the client and server
don’t send alert close notify messages in the SSL connection used for the data
transfer. The communication is simply closed at the TCP level, with TCP FIN
messages. The following two tests apply to the SSL connection used for data
transfer.

T2. Cancel the penultimate data record. The behaviour at protocol level
on SSL/TLS connection closure is as follows: a MAC error is detected, but no
alert message (i.e bad record mac, fatal level) is generated by the client. The con-
nection is simply closed at a lower level with TCP FIN. The result at application
level is that no image is shown.

T3. Cancel the last record; the alert close notify cannot be canceled
because it misses also in normal SSL/TLS sessions. The behaviour at
the protocol level when tearing down the SSL connection for data transfer is
as follows: no error is signaled. The connection is simply closed at a lower level
with TCP FIN. The result at the application level is that no error is signaled
by the browser to the user, the file is transferred, but it is INCOMPLETE, i.e.
the last part of the image cannot be seen, as shown in the truncated image in
Fig. 3. Furthermore, since no fatal alert is sent when the record is deleted, the
session can even be resumed when a successive SSL connection is tried to be
established.

4.5 SSL/TLS in WGet

In the tests there have been used WGet v1.9 and Wget v1.10.25 as software
versions. The messages exchanged at SSL/TLS connection teardown for each
test performed are shown in Table 3.

In a normal SSL/TLS connection, the behaviour at protocol level on connec-
tion closure is as follows: the server sends an alert close notify message, but the
client does not respond with the corresponding close notify message. It just sends
the TCP FIN message at a lower level.

T1. Cancel the last data record, but DO NOT cancel the close notify
sent by the server. The behaviour at the protocol level on connection closure
is as follows: a MAC error is signaled at the client, resulting in closing the TCP
connection with a TCP FIN. Afterwards, the client reconnects automatically, i.e.

5 http://www.gnu.org/software/wget/
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opens a new connection to get the missing data record, i.e. the last data record.
We’ve measured that the client tries to reconnect automatically 20 times (if the
same record as above is deleted each time) and then it gives up.

T2. Cancel the last data record and the server’s close notify message
in the initial connection and also at reconnect. The behaviour at the
protocol level on connection closure is as follows: each time the client tries to
open a new SSL connection toward the server by initiating a full SSL handshake,
and it tries to get the remaining of data, that is the last data record. After
(re)trying 20 times to get the remaining data, WGet gives up. The final result
at the application level is that the file is saved incomplete on disk.

4.6 SSL/TLS in CUrl

In the tests there have been used CUrl v7.11.1 and CUrl 7.15.46 with OpenSSL
0.9.8a. The messages exchanged on SSL/TLS connection closure for each test
performed are shown in Table 4.

T1. Normal TLS session. The behaviour at protocol level on SSL/TLS con-
nection closure is that both the client and the server sends a alert close notify
message and TCP FIN messages at a lower level.

T2. Cancel the last data record, but DO NOT cancel the alert
close notify sent by the server. The behaviour at protocol level is the same
as for Mozilla, namely the client detects the deletion of the last data record on
the MAC calculation performed for the received close notify message. Thus, the
client issues an alert bad record mac message (fatal level). The server closes the
connection by sending a TCP RST at a lower level. At application level curl
prints an error message “SSL3 GET RECORD:decryption failed or bad record
mac” and an indication of how many bytes remained to read, e.g. “transfer closed
with 3435 bytes remaining to read”.

T3. Cancel the last data record and the server’s close notify message.
SSLDump shows that at protocol level the server closes the connection with TCP
FIN, while client sends a close notify message (warning level). At the application
level CUrl (client side) exists with an error that indicates how many bytes it
has’t received, e.g. “transfer closed with 3435 bytes remaining to read”.

4.7 SSL/TLS in OpenSSL

In this test it has been used the OpenSSL’s s client application together with
the corresponding s server application. The versions tested were: openssl v0.9.7
(as of 31 Dec 2002) and openssl v0.9.8b on cygwin (as of 04 May 2006). The

6 http://curl.haxx.se/
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Table 4. Messages exchanged at SSL/TLS
connection teardown for tests performed
with CUrl

Test No. Messages Exchanged
T1 S>C Alert

level warning
value close notify

S>C TCP FIN
C>S Alert

level warning
value close notify

T2 S>C bad MAC
S>C TCP FIN
C>S Alert

level fatal
value bad record mac

T3 S>C TCP FIN
C>S Alert

level warning
value close notify

Table 5. Messages exchanged at SSL/TLS
connection teardown for tests performed
with OpenSSL

Test No. Messages Exchanged
T1 S>C Alert

warning
close notify

S>C TCP FIN
C>S Alert

level warning
close notify

C>S TCP FIN

T2 S>C bad MAC
S>C TCP FIN
C>S Alert

level fatal
value bad record mac

T3 S>C TCP FIN
C> Alert

read:errno=0
SSL3 alert write:

warning: close notify

Table 6. Resuming table indicating the current impact at application level of the tests

Test (action done
with MITMSSL)

Mozilla
Firefox

Mozilla IE WGet CUrl OpenSSL

Cancel a data record
in the middle

detected detected detected detected detected detected

Cancel the last data
record but NOT the
server’s close notify

detected detected detected detected detected detected

Cancel the last data
record AND the
server’s close notify

not
detected

not
detected

not
detected

not
detected

detected not
detected

messages exchanged on connection closure (as viewed with SSLDump) for each
test performed are shown in Table 5.

T1. Normal session. The behaviour at protocol level on SSL/TLS connection
closing is that both the client and the server send alert close notify messages and
TCP FIN messages.

T2. Cancel the last data record but DO NOT cancel the server’s
close notify. The behaviour at the protocol level on SSL/TLS connection closure
is the same as for Mozilla, namely a MAC error is detected by the client when
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receiving the server’s close notify message. At the application level, OpenSSL’s
s client terminates indicating an “SSL3 alert write:fatal:bad record mac” error.

T3. Cancel the last data record and the server’s close notify. At protocol
level it has been observed that after sending the close notify message, which is
deleted in this test with MITMSSL, the server closes also the connection at a
lower level with a TCP FIN; the client sends independently a close notify alert,
but no error at this level is signaled. At the application level s client application
terminates and indicates just a “SSL3 alert write:warning:close notify” warning.

5 Conclusions and Future Work

Despite its wide use for providing end-to-end security, the SSL protocol has its
own limitations. One of this limitation is due to the fact that SSL/TLS has been
designed with flexibility in mind, being thus totally unaware of the features of
the application above, such as the overall size of the data exchanged between
the parties. The paper demonstrated that practical truncation attacks can be
performed against some widely used applications that are based on SSLv3/TLS
1.0 protocols when the application do not or cannot provide further checks for
application data control flow. We believe our work points out an important is-
sue to be taken into consideration by the developers of applications based on
SSL/TLS protocols: for scenarios where the data should reach the server un-
truncated is vital, the application will have to resort to other means to ascertain
that. We are currently studying alternative solutions for extending SSL, taking
into consideration solutions like the DTLS protocol [13] derived from SSL but
targeted to datagram environments, that is environments that do not guarantee
the delivery of data.
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Using WebDAV for Improved Certificate Revocation  
and Publication 
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Abstract. There are several problems associated with the current ways that 
certificates are published and revoked. This paper discusses these problems, and 
then proposes a solution based on the use of WebDAV, an enhancement to the 
HTTP protocol. The proposed solution provides instant certificate revocation, 
minimizes the processing costs of the certificate issuer and relying party, and 
eases the administrative burden of publishing certificates and certificate 
revocation lists (CRLs). 

Keywords: revocation, CRLs, LDAP, HTPP, WebDAV. 

1   Introduction 

The most common and standardized way of publishing X.509 certificates is in 
corporate LDAP servers. Several technical problems with the use of LDAP directory 
servers have been widely documented [1], including: the use ;binary encodings, the 
lack of a distributed directory capability, and the inability to search for certificates 
containing specific fields. Other problems are less technical in nature and instead are 
operational, but they are nevertheless just as inhibiting to successful deployments. For 
example, most corporate firewalls do not allow the LDAP protocol to pass through 
them, therefore certificates or certificate revocation lists (CRLs) cannot be easily 
accessed by external organizations. Finally, we have the complexity of installing and 
managing LDAP servers, for example, loading the correct schema and setting the 
correct access rights, which although not insoluble, nevertheless cause frustration and 
inconvenience especially to small scale deployments with a lack of specialist staff. 
For these reasons we wanted to find an alternative mechanism to LDAP for 
publishing X.509 certificates and CRLs that would not suffer from these problems. 
We wanted a generic solution that would support both public key certificates (PKCs) 
and attribute certificates (ACs), and that most (ideally all) organizations would 
already be familiar with. We chose to use Apache servers and the HTTP protocol, 
since these are ubiquitous. But HTTP on its own is insufficient, since it does not 
provide a number of useful features, such as the ability to search for specific content. 
For this reason we investigated (and subsequently implemented) the WebDAV 
extensions to HTTP [2]. 

The most common way of revoking public key certificates is through the use of 
CRLs. However these suffer from a number of well documented operational problems 
such as the potential for denial of service attacks from lack of availability, or the 
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consumption of too many resources due to their increasingly large size. We will 
address the whole issue of certificate revocation in the next section, and describe why 
we have adopted an alternative approach for revocation based on WebDAV. 

The rest of this paper is structured as follows. Section 2 re-appraisers the whole 
issue of certificate revocation and proposes a different approach to addressing this 
issue. Section 3 describes the WebDAV extensions to HTTP and how they can be 
used for X.509 certificate and CRL storage and retrieval. Section 4 describes our 
implementation of WebDAV in our PERMIS authorization infrastructure, in order to 
store X.509 attribute certificates used for authorization. This mechanism can similarly 
be used by PKIs to store public key certificates and CRLs. Section 5 discusses our 
approach, compares it to other work, and concludes. 

2   Reappraising Revocation 

There are several different approaches that have been taken to the complex issue of 
revocation of certificates, and of informing remote relying parties when revocation 
has taken place. A relying party is any Internet based service that consumes the issued 
certificate (whether it be a PKC or an AC). The primary objective of revocation is to 
remove a certificate (and all its copies, if any) from circulation as quickly as possible, 
so that relying parties are no longer able to use it. If this is not possible, a secondary 
objective is to inform the relying parties that an existing certificate in circulation has 
been revoked and should not be used or trusted. The latter can be achieved by 
requiring either the relying parties to periodically check with the certificate issuer, or 
the certificate issuer to periodically notify the relying parties. Of these, requiring the 
relying parties to periodically check with the certificate issuer is preferable for two 
reasons. Firstly, it places the onus on the relying parties rather than on the issuer, 
since it is the relying parties who are taking the risk of using revoked certificates. 
Secondly, an issuer may not know who all the relying parties are, so will have 
difficulty contacting them all, but the relying parties will always know who the 
certificate issuer is. 

The simplest approach to certificate revocation, that used by X.509 proxy public 
key certificates [6], the Virtual Organisation Membership Service’s (VOMS) X.509 
attribute certificates [8] and SAML attribute assertions [7] (which are to a first 
approximation simply XML encoding of attribute certificates), is to never revoke a 
certificate, and instead to issue short lived certificates that will expire after a short 
period of time. The certificates are thus effectively and automatically removed from 
circulation after this fixed period expires. The assumption is that it is unlikely that the 
certificates will ever need to be revoked immediately after they have been issued and 
before they have expired due to abuse, therefore the risk to the relying parties is small. 
Risk (or more precisely risk exposure) is the probability of occurrence multiplied by 
the loss if the event occurs. Because short lived certificates are only valid for a short 
period of time, the probability of occurrence is small. Of course, the loss or amount of 
damage that can be done in a short period of time can be huge, so short lived 
certificates are not always the best solution where the resulting loss can be high. 
Consequently SAML attribute assertions have the optional feature of containing a 
“one time use” field which means that the consuming service can only use the 
attribute assertion once to grant access, and then it should never be used again. This is 
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designed to minimise the loss. A similar standardised extension could easily be 
defined for short lived X.509 public key and attribute certificates, in order to flag 
them for one time use. But this is not a ubiquitous solution since short lived 
certificates are not appropriate for every situation, nor is one time use. 

An advantage of short lived certificates is that they effectively remove a certificate 
from circulation after a short period of time, and consequently they mandate that users 
or service providers must frequently contact the certificate issuer in order to obtain 
new freshly minted certificates. 

The main disadvantage of short lived certificates is knowing how long to issue 
them for. They should be valid for the maximum time that any user is likely to need 
them for, otherwise one of the later actions that a user performs may fail to be 
authenticated or authorised which could lead to a session being aborted and all the 
processing that has been done so far, being lost. This is a current well known problem 
with the use of X.509 proxy certificates in grid computing. On the other hand, the 
longer the certificates are valid, the greater their possibility of misuse without any 
direct way of withdrawing them from circulation. This has caused some researchers to 
suggest that proxy certificates should be revocable! 

A second disadvantage of short lived certificates is that the bulk of the effort is 
placed on the issuer, who has to keep reissuing new short lived certificates. This could 
become a bottleneck to performance. A better solution should put the bulk of the 
processing effort onto the relying parties, since these are the ones who want to use the 
issued certificates and the ones who need to minimise their risks. Thus it seems 
appropriate that they should be burdened with more of the costs. 

If the primary objective of removing a certificate from circulation cannot be easily 
achieved, then the secondary objective of notifying the relying parties when a 
certificate has been revoked can be achieved by issuing CRLs. A CRL is a digitally 
signed list of revoked certificates, usually signed by the same authority that issued the 
original certificates. Revocation lists are updated and issued periodically. X.509 CRLs 
contain their date and time of issue, and have an optional next update time which 
signifies the latest date by which the next CRL will be issued. Relying parties are 
urged to obtain the next issue of the revocation list from the issuer’s repository before 
the next update time has expired, in order to keep as up to date as possible. If the next 
update time is not specified in the CRL, then the frequency of update has to be 
communicated by out of band means from the issuer to the relying parties. 
Alternatively, the latest CRL can be sent by the subject along with his certificate, to 
prove that his certificates has not been revoked. The use of CRLs is standardised in 
X.509 [4] and the use of LDAP for storing CRLs in RFC 2252 [9]. Revocation lists 
ensure that relying parties are eventually informed when a certificate has been 
revoked, no matter how many copies of the certificate there are in circulation, but 
revocation lists have several big disadvantages. Firstly there is always some delay 
between a user’s certificate being revoked and the next issue of the revocation list 
appearing. This could be 24 hours or even longer, depending upon the frequency of 
issuance of the CRLs. Thus, in order to reduce risk to a minimum, a relying party 
would always need to delay authorising a user’s request until it had obtained the latest 
CRL that was published after the user issued his service request, which of course is 
impractical for most scenarios. If the relying party relies on the current revocation list, 
then the risk from using a revoked certificate equates, on average, to half that of using 
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a short lived certificate, assuming the validity period of a short lived certificate is 
equal to the period between successively issued CRLs. This reduced risk comes at an 
increased processing cost for the relying party and the issuer. 

CRLs can put a significant processing load on both the issuer and the relying party. 
CRLs have to be issued at least once ever time period, regardless of whether any 
certificates have been revoked or not during that period. In a large system the lists can 
get inordinately long containing many thousands of revoked certificates. These have 
to be re-issued every time period, distributed over the network and read in and 
processed by the relying parties. In Johnson and Johnson’s PKI, their CRL was over 
1MB large within a year of operation [10]. To alleviate this problem, the X.509 
standard defines delta revocation lists, which publish only the changes between the 
last published list and the current one. But this increases the processing complexity of 
the client, and few systems appear to support this feature today. 

An alternative approach to notifying relying parties is to use the online certificate 
status protocol (OCSP) [3]. Rather than a relying party periodically retrieving the 
latest revocation list from the issuer’s repository, the OCSP allows a relying party to 
ask an OCSP responder in real time if a certificate is still valid or not. The response 
indicates if the certificate is good, or has been revoked, or its status is unknown. Since 
most OCSP responders base their service on the latest published CRLs, the revocation 
status information is no more current than if the relying party had consulted the latest 
revocation list itself, thus the risk to the relying party is not lessened. But what an 
OCSP responder does do is reduce the amount of processing that a relying party has 
to undertake in order to validate a user’s certificate. This reduced cost to the relying 
parties is offset by the cost of setting up and running the OCSP service. 

We can see that none of the above approaches to revocation is ideal. Certificates 
often have a naturally long validity period. For example, authentication certificates 
are typically issued and renewed annually, whilst some authorisation certificates 
might require an equally long duration e.g. project manager of a 2 year project. Long 
lived certificates have traditionally necessitated the use of CRLs but they have several 
disadvantages. Alternatively we could issue short lived session certificates throughout 
the duration of the natural validity period, for both authentication and authorisation 
purposes, without needing to issue CRLs as well, but then there is the inherent 
conflict between making the short lived certificates long enough for the biggest 
session and short enough to minimise the risk. Thus we propose a new conceptual 
model that we believe is superior to short lived certificates, CRLs and OCSP servers.  

2.1   A New Model for Revocation 

We believe that the optimum approach to certificate issuing and revocation should 
have the following features:  

- A user’s certificate should only need to be issued once (and not continually 
reissued as with short lived certificates) in order to minimise the effort of the 
issuer.  

- The certificate should be valid for as long as the use case requires, which can 
be a long (measured in years) or short (measured in minutes) duration. Again, 
this minimises the effort of the certificate issuer (and the delegator, when 
attribute certificates are used to delegate authority).  
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- A certificate should be able to be used many times by many different relying 
parties, according to the user’s wishes, without having to be reissued. Of 
course, the certificate will need to be validated by each relying party each time 
it is used. But this mirrors the situation today with our plastic credit cards and 
other similar types of certificate.  

- A certificate should be capable of being revoked at any time, and the 
revocation should be instantaneous. Relying parties should be able to 
immediately learn about revocations thereby minimising their risks. 

All the above features, including instant revocation, can be achieved in the 
following way. The issuer issues a certificate, giving it its natural validity period, and 
stores the certificate in a HTTP based repository which is under the control of the 
issuer. We choose HTTP since this protocol can penetrate firewalls and provide read 
access to external relying parties. Each certificate is given its own unique URL (called 
the certificate URL) which points to its location in the repository. This URL is stored 
in the certificate in a standard extension, in order to strongly bind the repository 
location to the certificate, so that relying parties know where to go to check if the 
certificate is still valid. In order to revoke a certificate, the issuer simply deletes the 
certificate from its repository. The absence of a certificate at its published URL 
indicates that it is no longer valid. As an added security measure, the issuer may also 
simultaneously issue a CRL of length 1 and store this at another unique URL (called 
the revocation URL). The revocation URL, if used, should also be inserted into the 
original certificate using the existing standard CRL distribution points extension. 
Relying parties are now able to instantaneously find out the current status of a 
certificate by contacting the issuer’s repository, using either of the URLs embedded in 
the certificate. 

The frequency and method by which a relying party contacts the issuer’s repository 
is determined by its risk mitigation strategy and the optional presence of the 
revocation URL. The frequency can vary per application or per user request, and is set 
by the relying party as appropriate, and not by the issuer, which is putting the 
responsibility and risk where it belongs, with the relying party. In order to minimise 
risk, a relying party should contact the issuer’s repository when a certificate is first 
validated, and then periodically during the life of the user’s session according to its 
own risk assessment. If the relying party is operating in certificate pull mode, then it 
must contact the repository anyway at first use in order to pull the certificate, but if 
the relying party is operating in certificate push mode, contacting the repository is 
optional from a technical perspective. It must therefore be determined from a risk 
perspective.  

We propose the following procedure for determining the revocation status of a 
certificate. The relying party periodically issues a HTTP or HTTPS GET command to 
the certificate URL. (As previously stated, this should be when the certificate is first 
validated, and then at risk determined intervals.) We will discuss the choice between 
HTTP and HTTPS later. If the HTTP status code 404 Not Found is returned, the 
relying party may assume that the certificate has been revoked, and permanently 
record this in its internal cache along with the time of the request. If the certificate is 
returned, a simple bitwise comparison of the initial validated certificate with the 
subsequently retrieved copy of the certificate is all that is needed by the relying party 
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Fig. 1. The revocation procedure 

to ensure that the certificate is still identical to the one originally validated. Certificate 
signature verification is therefore not needed for revocation status checking. The 
relying party may optionally cache the valid certificate and its time of last retrieval. If 
the certificate has been updated in the repository during the user’s session, then the 
retrieved certificate will fail the bitwise comparison and will need to be validated 
again, but this should be a relatively rare occurrence. This procedure is designed to 
minimise the processing effort of the issuers and the relying parties, whilst 
maximising the freshness of the revocation information. Issuers do not need to 
continually mint new certificates or CRLs, and relying parties do not need to process 
potentially large revocation lists or perform expensive cryptographic operations for 
the vast majority of their revocation checks. 

If on the rare occasion a client is unable to contact the certificate URL and retrieve 
either a certificate or a Not Found response, it may attempt to contact the revocation 
URL, providing there is one is in the certificate. If the HTTP status code 404 Not 
Found is returned from the revocation URL, the relying party may assume that the 
certificate is still valid (except in high risk cases, where an attacker may be blocking 
access to the certificate URL and spoofing the revocation URL), and optionally cache 
this result along with the time of the request. If the CRL is returned instead of Not 
Found, the signature is validated and the relying party caches the result permanently 
to ensure the certificate cannot be used again and no further retrieves need be made.  
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Intermediate caching of the CRL is supported and encouraged, so that if a certificate 
has been revoked and the CRL successfully retrieved, intermediate web servers can 
cache the CRL to speed up subsequent queries. Finally, if the relying party is unable 
to make a connection to the revocation URL, or one does not exist, then the relying 
party can check its cache to see if a previous request to either URL has succeeded or 
not. If neither URLs are available, the relying party should use its local risk 
assessment procedure to decide what to do when there are network problems. For 
example, if the transaction is low risk, it may decide to treat the certificate as valid. 
Alternatively it may decide to try contacting the URLs again, or alternatively to treat 
the certificate as revoked. The flow chart in figure 1 summarises this procedure. 

Clients may use either HTTPS or HTTP depending upon their and the issuer’s 
security requirements. HTTP presents a number of security weaknesses compared to 
HTTPS. Firstly HTTP provides public access to the certificate, which may violate the 
privacy of the certificate subject. (There is no equivalent privacy leakage for a CRL.) 
Furthermore intermediate Web servers may cache copies of frequently accessed web 
pages to improve performance, but this would negate the proposed revocation service. 
To counteract this, the issuer’s Web server must use the no-cache cache-response-
directive [15] in the HTTP response of successful certificate requests and Not Found 
CRL requests, to prevent intermediate servers from caching these responses. This will 
ensure that all subsequent queries are directed to the authoritative source of the 
information and that stale cached responses are not received. Finally HTTP is 
susceptible to redirection, substitution and man in the middle attacks. Consequently, if 
the certificates are not meant to be publicly available or stronger security is required, 
then secure access should be provided using HTTP with TLS [5]. This will stop 
network redirection, substitution attacks and intermediate caching. TLS can also 
provide confidentiality of the retrieved certificates during transfer, in cases where 
privacy protection of sensitive certificates is required by the issuer. TLS can also 
provide strong client side authentication, which will allow access controls to be 
placed on the WebDAV repository, further protecting the privacy of the subjects’ 
certificates. The privacy of CRLs is less important, and it enhances security if more 
copies of these are publicly available. 

3   The WebDAV Protocol and Its Use with X.509 

WebDAV [2] is an Internet RFC that specifies extensions to the HTTP/1.1 protocol so 
that web content can be managed remotely. WebDAV provides users with the ability 
to create, remove and query information about web pages, including their contents 
and properties, such as their creation dates, expiry dates, authors etc. In the context of 
X.509, a web page will be a single X.509 certificate (either public key or attribute) or 
a CRL containing a single entry, and their properties can be any fields of the 
certificate or CRL.  WebDAV also provides the ability to create sets of related web 
pages, called collections, and to retrieve hierarchical membership listings of them. In 
the context of X.509, a certificate subject can represent a collection, and his/her  
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certificates can be the collection membership listing. The set of CRLs issued by an 
issuer can also be a collection membership listing. WebDAV is widely supported, 
several open source implementations are available including one for Apache, and 
there is an active community working with it (see http://www.webdav.org/). 

WebDAV resources are named by URLs, where the hierarchical names are 
delimited with the “/” character. The name of a collection ends with /. If we model 
our X.509 certificate store in the same way as an LDAP directory tree, and name it 
using the subject DNs to represent collections, this provides us with the ability to 
retrieve a listing of all the certificates that are owned by a single subject.  For 
example, a public key certificate belonging to the subject whose Distinguished Name 
is c=gb, o=University of Kent, cn=David Chadwick, might be named in a WebDAV 
repository with the URL:  

 

https://server.dns.name/c=gb/o=University%20of%20Kent/cn=David%20Chad
wick/pkc=Verisign%20Class1.p7c 

 

Note that the last component pkc=Verisign%20Class1.p7c is the unique name (in 
terms of the collection) given to the certificate by its issuer. We do not mandate any 
specific values here, but we recommend using the following file extensions: .p7c for 
public key certificates, .ace for attribute certificates and .crl for CRLs. A GET request 
to retrieve all the certificates of David Chadwick would use the URL of the collection, 
viz: 
 

GET /c=GB/o=University%20of%20Kent/cn=David%20 
Chadwick/ HTTP/1.1 
Host: server.dns.name 

 

We can similarly model a CRL store as a collection under its issuer, using the 
collection name cn=CRLs/, and name each CRL that is issued with the serial number 
of the certificate that it revokes. This provides us with the ability to retrieve a listing 
of all the CRLs that have been issued by a single issuer. For example, if David 
Chadwick is an attribute authority who delegates an attribute certificate with serial 
number 1234456 to another person in his organization, and then subsequently revokes 
the AC, the CRL would be located at: 

 

http://server.dns.name/c=gb/o=University%20of%20Kent/cn=David%20Chad
wick/cn=CRLs/serialNumber=1234456.crl 

 

A GET request to retrieve all the CRLs issued by David Chadwick would use the 
URL of the collection, viz: 
 

GET /c=GB/o=University%20of%20Kent/cn=David%20 
Chadwick/cn=CRLs/ HTTP/1.1 
Host: server.dns.name 

 

In order to create a new collection, WebDAV specifies the MKCOL method. The 
difference between this method and HTTP PUT or POST, is that the latter are allowed 
to overwrite existing content at the specified URL, whereas MKCOL will fail if there 
is any existing content at the specified URL. In the context of X.509, this ensures that 
a certificate issuer cannot unwittingly overwrite existing certificates when creating a 
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new collection for a subject. This is an important concern when there are several 
certificate issuers for the same subject (either attribute certificate issuers and/or public 
key certificate issuers). It is important to ensure that no issuer deletes the certificates 
issued by another issuer. 

In order to create a certificate or CRL or update an existing certificate in an 
existing collection, the PUT method is used. It is essential that every certificate and 
CRL has a unique name within a collection, so that updates can overwrite the same 
certificate and new certificates and CRLs cannot overwrite existing ones. The onus 
for creating the unique names is with the issuer. We have defined our own algorithms 
for ensuring this uniqueness is maintained in our implementation, see Section 4 
below. 

In order to revoke a certificate, the HTTP DELETE command is used by the issuer. 
This removes the certificate and its properties from the WebDAV server. 
Simultaneously with this, if CRLs are supported, the issuer should use the HTTP PUT 
method to create a new CRL containing the serial number of the certificate that has 
just been revoked. The revocationDate and thisUpdate fields of the CRL should be set 
to the current time, and the nextUpdate field should be set to sometime after the 
certificate was due to expire, thereby ensuring that the CRL never needs to be 
reissued or updated. 

Document properties are specified in XML as name/value pairs. Property names 
must be globally unique and are specified using XML namespaces [11]. Property 
values should be human readable (in any appropriate character set). Properties can be 
flagged as live or dead, where live means that the server validates that the values are 
syntactically correct, and the server may actually set the values of some system 
known properties, whereas dead means that the client is responsible for validating the 
syntax and semantics of the property values. For X.509 use, we initially intended to 
use live properties, set by the certificate issuer, to represent fields of the certificate. 
We anticipated this would allow easy searching of the certificate store to find 
certificates with certain properties, for example, find the AC of David Chadwick that 
has a manager role value. The WebDAV protocol does support the PROPFIND 
method, in which the properties of a resource can be retrieved, but it not possible to 
specify which property value you require. Only the property types can be specified. 
Consequently, if we perform a PROPFIND for the "Role" property, then the web 
server will return an XML encoded message containing all the ACs that contained a 
property named Role along with their values. Clearly this is not a viable solution. 
Work on the WebDAV searching and locating capability (DASL) started in 1998, but 
the work was never completed and the IETF closed the DASL working group some 
years later. The latest version of the WebDAV Searching and Locating protocol is 
very recent [17] and several implementations are said to exist, but we were unable to 
find a usable one. Consequently we have left the search feature for future work. 
Instead we have implemented a browsing capability in our user agents which allows a 
user to tree walk through a certificate store and select the certificate that he is looking 
for. The browse capability is fully scalable, user friendly and meets all the 
requirements of our use cases. See section 4 and figure 3 for more details. 

WebDAV also provides other features that we do not need for X.509 use, such as 
the ability to copy and move web documents between servers, and the ability to write 
lock the certificate store when an issuer is performing updates. Consequently, these 
wont be discussed further. 
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Fig. 2. The PERMIS Authorisation Infrastructure 

4   Using WebDAV in PERMIS 

PERMIS [12, 13] is an application independent privilege management infrastructure 
that comprises credential issuing and credential validation functionality as well as 
policy creation and policy decision making functionality. The components that are 
important to the current discussion are the Attribute Certificate Manager (ACM) and 
Delegation Issuing Service (DIS), which both issue X.509 role ACs to holders, and 
the Credential Validation Service (CVS) which validates the issued role ACs (see 
Figure 2). In addition, the Policy Editor creates XML policies to control the behaviour 
of the DIS, CVS and PDP, and each policy can be embedded as a policy attribute in 
an X.509 AC and digitally signed by its issuer. The policy AC can then be stored in 
the issuer’s collection of ACs, along with his role ACs. Note that the only difference 
between a role AC and a policy AC is the content of the attribute that is embedded in 
the AC (although the holder and issuer of a policy AC always contains the same DN). 
In the original implementation of PERMIS, all the issued X.509 ACs were stored in 
LDAP directories, in the attributeCertificateAttribute of the entries of their holders. A 
major disadvantage of this, is that it is impossible to retrieve a single AC of a holder. 
Instead the entire set of ACs (role and policy ACs) held by a holder has to retrieved as 
a set. The latest implementation now has the ability to store the ACs in and retrieve 
them from WebDAV repositories, in which each AC is uniquely identified. 
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Fig. 3. Retrieving a Policy AC using WebDAV 

4.1   Deriving Unique Names for Certificates and CRLs 

Because policy and role ACs may be updated by their issuers it is important to have 
unique names for each of them. Furthermore, all role ACs must have their unique 
certificate URL and optional revocation URL embedded in extensions so that relying 
parties can retrieve the contents of either URL to check that the role AC has not been 
revoked. Rather than allowing the user to specify the names of the ACs or CRLs, we 
algorithmically create the unique names as follows: 

- each AC has the file suffix .ace, whilst each CRL has the file suffix .crl 
- the name of a role AC file is created from the contents of its first embedded 

attribute value plus the serial number of the certificate E.g. a role AC with the 
embedded attribute type PermisRole with attribute value Project Manager, and 
certificate serial number of 12345 would create the filename 
“PermisRole=Project Manager+SN=123456.ace”. The serial number provides 
the uniqueness, whilst the attribute type and value provides user friendliness 
when the issuer wants to browse WebDAV and retrieve an AC for editing (see 
Figure 3). As an additional user friendly feature, the WebDAV AC browser 
displays the entire contents of all the attributes in the bottom window so that 
the user is sure that he is retrieving the correct role AC. 

- the name of a policy AC file is created from the unique name of the embedded 
XML RBAC policy, which is an XML attribute of the RBAC Policy Element. 
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E.g. a policy with the name “AstroGridUsers” would produce the name 
“Policy=AstroGridUsers.ace” (see Figure 3). As an additional user friendly 
feature, the WebDAV policy browser displays the content of the XML policy 
attribute in either raw XML or natural language (see lower screen) so that the 
user is sure that he is retrieving the correct policy. 

- the name of a CRL file is created from the serial number of the certificate that 
it revokes. E.g. a CRL that revokes a certificate with serial number 1234 
would produce the filename “serialNumber=1234.crl”. 

4.2   Certificate Extensions 

The optional revocation URL can be placed in the existing standard CRL distribution 
points extension. The certificate issuer should place the HTTP URL of the future CRL 
in the uniformResourceIdentifier component of the GeneralName of the 
DistributionPointName. Note that this URL will not exist until the certificate has been 
revoked, therefore it is important that the issuer has a deterministic algorithm for 
creating these URLs, such as the one given in section 4.1 above. 

In order to place the certificate URL in an X.509 extension field, we define a new 
access method for the AuthorityInformationAccess (AIA) extension defined in RFC 
3280 [14].  The AIA extension is designed to point to services of the issuer of the 
certificate in question. One of the standard uses of this extension is to point to  
the OCSP service provided by the issuer. Since our WebDAV service is replacing the 
OCSP service, it seems appropriate to use the AIA extension to point to our WebDAV 
service. We copy below the ASN.1 of the AIA extension, taken from [14] for the 
convenience of the reader: 
 
  AuthorityInfoAccessSyntax  ::= 
           SEQUENCE SIZE (1..MAX) OF AccessDescription 
 
   AccessDescription  ::=  SEQUENCE { 
           accessMethod          OBJECT IDENTIFIER, 
           accessLocation        GeneralName  } 
 
We now define our new accessMethod, webdav, as follows: 
 

webdav OBJECT IDENTIFIER ::= { 1.2.826.0.1.3344810.10.2 } 
 
When the AIA accessMethod is webdav, then the accessLocation must be a 
URL pointing to the WebDAV server where the certificate can be found. The 
URL must point to the exact location of the certificate in the server so that 
relying parties can download the certificate to compare it to the copy they 
hold. The absence of the certificate at the URL of this WebDAV server 
means that the certificate has been revoked. 

  
The Object Identifier in the definition above is one that we have allocated 

ourselves. However, we propose to take this definition to the IETF PKIX group for 
standardisation, so that the OID can be replaced by one defined by the PKIX group. 
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5   Discussion and Conclusions 

The OASIS SAML specification has the concept of an artifact that can be obtained 
from a remote server using an ArtifactResolve message to request the artifact and an 
ArtifactResponse message to return it [16]. The artifact could be a SAML Attribute 
Assertion, which is similar in concept to an X.509 attribute certificate, except that it is 
designed to be short lived and never revoked. The SAML artifact messages are 
carried over HTTP, therefore will pass transparently through firewalls in the same 
way as our WebDAV protocol. But there the similarity between the two schemes 
ends. There are fundamental conceptual differences between the artifact concept in 
SAML and the certificate publishing and revocation concepts in this paper. Firstly a 
SAML artifact can only be used once. The SAML specification states “The responder 
MUST enforce a one-time-use property on the artifact by ensuring that any 
subsequent request with the same artifact by any requester results in an empty 
response” [16]. Secondly SAML artifacts are meant to be short lived, quote “The 
artifact issuer SHOULD enforce the shortest practical time limit on the usability of an 
artifact, such that an acceptable window of time (but no more) exists for the artifact 
receiver to obtain the artifact and return it in an <ArtifactResolve> message to the 
issuer” [16]. In our design, certificates are assumed to be as long lived as required, 
and used as many times as needed by as many different recipients as the subject 
desires. We thus believe are system is more flexible and requires less processing 
resources on the part of both the issuer and relying party. 

Our scheme has some similarities with the Netscape Navigator certificate 
revocation mechanism [18]. In the Netscape scheme, an X.509 extension netscape-
revocation-url is used to refer to a web location where information about a 
certificate’s status can be found. The actual URL that a relying party should use 
comprises this extension concatenated with the certificate’s serial number (encoded as 
ASCII hexadecimal digits) e.g.  https://www.certs-r-us.com/cgi-bin/check-
rev.cgi?02a56c. The document that is retrieved from this URL contains a single 
ASCII digit, '1' if the certificate is not currently valid, and '0' if it is currently valid. 
The differences with our scheme are immediately obvious. The revocation URL 
document always exists, and its content is not digitally signed by the issuer. In 
comparison our certificate only exists whilst it is has not been revoked and it is a 
standard certificate digitally signed by the issuer. Optionally our CRL only exists if 
the certificate has been revoked, and it is a standard CRL containing a single entry 
signed by the issuer. Our scheme also optionally allows a relying party to find out all 
the certificates that have been revoked by a particular issuer, by retrieving the 
WebDAV CRL collection (cn=CRLs/) under the issuer’s WebDAV entry. 

The one security weakness in our scheme is that it is vulnerable to denial of service 
attacks, in that if the WebDAV server is not available, relying parties will not be able 
to tell if a certificate has been revoked or not. But other schemes such as OCSP 
servers and published CRLs are also equally vulnerable to DOS attacks, and so our 
scheme is no different in this respect. However, published CRLs do have one 
advantage in that an old CRL retrieved sometime in the past might still be available to 
the relying party, and this is better than having no CRL at all, since it does contain 
some revoked certificates. If this is seen to be a significant benefit, then our optional 
CRL publishing mechanism is equivalent to it, in that a CRL collection can be 
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downloaded at any time, just like a conventional CRL. The CRL collection can also 
be replicated and cached to improve availability. Other well known DOS protection 
methods, such as overcapacity and server clustering will have to be employed in order 
to be fully protected against DOS and DDOS attacks, but these are fairly standard 
techniques that are employed by DNS servers and commercial web sites such as 
Amazon. Consequently we do not believe that DOS attacks are any more of a 
significant security threat to our scheme than to existing ones. 

The one performance weakness of our scheme is that the latency of certificate 
validation increases due to network overheads, as compared to that of traditional 
CRLs, but not to that of OCSP servers. This may be a critical factor to some relying 
parties such as central servers which process thousands of certificates per second. 
Central servers benefit from downloading traditional CRLs when they are not busy 
and storing the results in a local cache for fast lookups when they are validating 
certificates. The disadvantage of this approach is that the central server still has a 
vulnerability period between the date and time the latest CRL was published and now, 
during which all recently revoked certificates will not yet have been incorporated into 
the latest CRL. This provides an attack window for the holders of the recently 
revoked certificates. If on the other hand the certificate issuer supports our WebDAV 
certificate publishing scheme alongside its traditional CRL publishing (or our 
WebDAV single CRLs scheme) then the central server may check the current status 
of certificates. It can use the WebDAV GET operation for the certificates of high risk 
or high value transactions, whilst continuing to use its CRL cache for the certificates 
of lower risk transactions. In this way the latency penalty of WebDAV lookups is 
only incurred for a few certificate validations. 

In contrast, low throughput relying parties which only process a certificate every 
few minutes, and where the subject base is very large (and hence so are the traditional 
CRLs) will benefit greatly from our WebDAV approach of contacting the certificate 
URL at the time of each certificate validation. This is not too dissimilar from 
contacting an OCSP server, in terms of processing overheads (HTTPS overheads vs. 
signed OCSP responses) and latency. The advantages of our WebDAV scheme are 
that HTTPS and web servers are more ubiquitous than OCSP servers, and where 
OCSP servers compute their responses on published CRLs and therefore are out of 
date, WebDAV responses are based on the latest up to date certificate status 
information. 

Finally, comparing our single CRL per certificate scheme against traditional CRLs, 
we see that there is a trade off between the currency of the revocation information and 
the overhead of signature creation and validation. A traditional CRL only requires one 
signature creation per revocation period and one signature validation per relying party 
per period, whereas our scheme requires one signature creation per revoked certificate 
and one signature validation per relying party per revocation. The more certificates 
are revoked per revocation period, the more the processing overhead increases, but so 
does the risk. Consequently the increased processing overhead has to offset against 
the risk reduction of instant revocation, but this tradeoff can only be determined on a 
per-application basis. 

To conclude, we have described a new way of publishing and revoking X.509 
certificates based on the ubiquitous WebDAV protocol that has a number of distinct 
advantages over current schemes. We have implemented this in our PERMIS 
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privilege management infrastructure and performed initial user testing. It has recently 
been released as open source software along with the existing PERMIS source code, 
and we will soon expect to obtain operational experiences from users. 
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Abstract. PKI can improve security of mobile payments but its complexity has 
made difficult its use in such environment. Certificate path validation is com-
plex in PKI. This demands some storage and processing capacities to the veri-
fier that can exceed the capabilities of mobile devices. In this paper, we propose 
TRUTHC to reduce computational cost of mobile payment authentication. 
TRUTHC replaces verification operations with hash operations. Results show a 
better reduction of the cost with ECDSA than with RSA. 

Keywords: Public Key Infrastructure (PKI), mobile payment, certification path 
validation, hash chains. 

1   Introduction  

The m-payment is defined as the process of exchange money using a mobile device to 
obtain a product or service [1]. Since the process of payment is achieved without any 
physical contact between the customer and merchant, and payment information is sent 
through an open communication, participants can be victims of fraud. Due to these 
drawbacks, m-payment scheme must offer a high level of security. 

The m-payment must consider the following security requirements in order to re-
duce or avoid frauds: authentication, authorization, confidentiality, integrity and non-
repudiation. Different studies about m-payment are centred on the vulnerabilities of 
its authentication mechanisms and the repudiation problem that affects merchants and 
financial entities.   

Certificates and PKI can be used to provide a good authentication mechanism in 
m-payment.  The use of certificates allows establishing a secure channel for the pay-
ment, avoids the repudiation of a transaction and guarantees the integrity and origin of 
data through digital signature [1]. 

In spite of the advantages that certificates and PKI offer to m-payment mecha-
nisms, their use is not common, because of the limited resources of mobile devices 
(processing power, storage capacity and power consumption) and the bandwidth of 
existing wireless technologies [2]. Additionally, the security infrastructure used for 
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m-payment must support efficiently certificate management (distribution, revocation, 
and path validation) [3].  

Certification path validation is one of the most complex processes of PKI, because 
it involves: discovering the certification path, retrieving the certificates in the path, 
verifying the signature of each certificate, and checking the expiration and revocation 
state of the certificates. This process becomes more complex when the infrastructure 
grows and also the length of the certification paths, what supposes more work for the 
verifier and an increase in its storage and processing capacities. Therefore, con-
strained devices, such as mobile telephones and smart cards, can not always support 
these requirements. 

In this paper, we describe a mechanism to establish an alternative trust relationship 
between the different entities of a hierarchical PKI using hash chains, what we have 
called TRUTHC (Trust Relationship Using Two Hash Chains). This contributes to re-
duce the number of signature verification operations of a path validation process and 
therefore decreases the verifier’s computational cost. This mechanism can be used in 
some mobile payment scenarios. Section 2 describes the most common mobile pay-
ment scenarios, the certification path validation process and the hierarchical architec-
ture. In addition, it defines the hash chains. In section 3, we present some proposals 
that use certificates for authentication in mobile payment environments. Section 4 
shows the operation of TRUTHC. In section 5, we evaluate and compare the compu-
tational cost of cryptographic operations in a P2P mobile payment scenario. Finally, 
section 6 concludes. 

2   Background  

2.1   Mobile Payment Scenarios 

There are different scenarios of mobile payment that can be classified as follows [4]: 
 

• Real POS (Point Of Sale): The customers purchase a product on a vending ma-
chine using their mobile device. There are two types: in the first type, the customer 
establishes a communication with the vending machine through a short wireless 
technology (e.g. Bluetooth or infrared) and all the business transaction is achieved 
without the participation of the merchant; in the second type, the customer and 
merchant establish a communication through their mobile device to carry out the 
payment.  

• Virtual POS: The merchant gives the option to pay for products using mobile de-
vices. In this scenario participate the following entities: banks (issuer and  
acquirer), customer, merchant and SP (Service Provider). The customer can pay us-
ing a bank account or via phone bill. The payment information is send through 
UMTS (Universal Mobile Telecommunications System) by a SMS (Short Message 
Service) or WAP (Wireless Application Protocol). 

• Internet: The customer makes all the purchase process with his/her mobile device 
using Internet. The participants are the same like in the virtual POS. The authenti-
cation of the merchant before the customer and bank uses digital certificates. The 
payment information is send through the SP network using WAP.  
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• P2P (peer-to-peer): The customer and merchant have not a defined roll. The same 
person can be a customer or merchant, it depends on the situation. In this scenario, 
it is necessary the use of a PG (Payment Gateway) in order to transfer funds be-
tween bank accounts. The customer and merchant are authenticated through their 
certificates.  

2.2   Certification Path Validation 

A CA’s certification domain defines the organizational or geographical boundary 
within which the CA is considered trustworthy. Thus, all the PKI users in a CA’s cer-
tification domain consider this authority like their trust anchor.   

A trust anchor is a Certification Authority (CA) that a PKI user explicitly trusts 
under all circumstances. This is used by the client application as the starting point for 
all certificate validation. Each user receives the public key of its trust anchor when it 
is registered in the PKI. 

When two users belong to the same certification domain and they want to commu-
nicate each other, one can obtain easily the other’s public key, since they know the 
public key of their trust anchor. But when users belong to different certification do-
mains their communication is only possible if there is an uninterrupted chain of trust 
points between them, which supposes the intervention of several CAs and an agree-
ment among their policies. CAs use cross certification to allow users building trust 
chains from one point to another, called certification paths.  

A certification path [5] is a chain of public key certificates through which a user 
can obtain the public key of another user. The path is traced from the verifier’s trust 
anchor to the CA public key required to validate the target entity’s certificate. Thus, 
the certification path length is equal to the number of CAs in the path plus one: a cer-
tificate for each CA and the target entity’s certificate.  

The primary goal of a path validation process is to verify the binding between a 
subject and a public key.  Therefore, the verifier must check the signature of each cer-
tificate in the path in order to trust the public key of the target entity. In general, a 
path validation process involves the following steps: 

• Discovering a Certification Path: It is to build a trusted path between the verifier’s 
trust anchor and the target entity based on the trust relationship among the CAs of 
the PKI.  

• Retrieving the Certificates: It is to retrieve each certificate in the path from the 
place(s) where they are stored.  

• Verifying the Digital Signatures: It is to verify the validity of the digital signature 
of each certificate in the path. It involves: 
1. Decrypting the signed part of the certificate with its issuer’s public key. 
2. Calculating a hash of the certificate’s content. 
3. Comparing the results of 1 and 2.  If they are the same then the signature is 

valid. 
• Verifying the Validity of the Certificates: It is to determine if the certificates have 

expired or have been revoked. 
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2.3   Hierarchical Architecture 

There are different ways in which CAs might be configured in order to allow PKI us-
ers to find the certification paths, called certification architectures. In hierarchical  
architecture, all the users trust the same root CA (RCA). That is, all the users of a hi-
erarchical PKI begin certification paths with the RCA public key. In general, the root 
CA does not issue certificates to users but only issues certificates to subordinate CAs. 
Each subordinate CA may issue certificates to users or another level of subordinate 
CAs, if it is permitted by policy (Fig. 1).  

The certification paths are easy to build in a hierarchical PKI because they are uni-
directional and the longest path is equal to the depth of the tree plus one: a CA certifi-
cate for each subordinate CA plus the user’s certificate. Also, the users of a hierarchy 
know implicitly which applications a certificate may be used for, based on the posi-
tion of the CA within the hierarchy.  

User 1 

RCA

CA1 CA2

CA3

User 2 

User 3 

User 4 User 5  

Fig. 1. Hierarchical architecture 

The problems of a hierarchical PKI result from the reliance on a single trust point. 
The compromise of RCA private key results in a compromise of the entire PKI. In 
addition, transition from a set of isolated CAs to a hierarchical PKI may be logisti-
cally impractical because all the users must adjust their trust points. 

2.4   Hash Chains 

A hash chain [6] is a list of values y1, y2, ..., ym linked together cryptographically, 
where m is the length of the chain. These chains are created by recursively computing 
a hash function H over a random seed x:  

 

  y1 = H(x) 
  y2  = H (y1) 
       . 
       . 
       . 

ym = H (ym-1) 
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A hash function H is a transformation that takes a variable-size input x and returns 
a fixed-size string, which is called the hash value.  

H must be a one-way function, that is to say: 

1.Given a value x, it is easy to compute H(x) 
2.Given a value y, it is not feasible to compute a value x such that y = H(x) 

Thus, given a value yi of the chain, it is unfeasible to compute the previous values. 
In addition, H can be collision-free, what means that it is computationally infeasi-

ble to find any pair (x, z) such that H(x)=H(z). 

3   Related Works  

Lee et al. [7] propose a new authentication structure for a P2P m-payment scenario. 
This is a hierarchical structure, where PAA (Policy Approving Authority) is the root 
CA, and PCA (Policy Certification Authority), IntCA (Intra Certification Authority) 
and IntRA (Intra Registration Authority) are subordinated CAs. Thus, the registration 
process, and the issue, publication and revocation of certificates are done using PKI. 
Participants are authenticated through certificate exchange and repudiation attack is 
avoided thanks to digital signatures. In addition, X.509 certificate is modified to ob-
tain a simpler version. In order to reduce computational cost, the authors propose the 
use of ECC (Elliptic Curve Cryptography) instead of RSA.  

Hassinen et al. [3] use the PKI of the Finnish PCR (Population Register Centre). 
This is a PKI of only one CA, so all the participants trust in the same root CA. In this 
scheme, the certificates are used to provide authentication, confidentiality and non-
repudiation. This paper proposes two scenarios: virtual POS and real POS. In the first 
scenario, the merchant is authenticated through its certificate. Both, the customer and 
merchant have an Internet connection. In the other case, the vending machine does not 
have connection to Internet. The communication between the customer and vending 
machine is achieved by Bluetooth technology. Both are authenticated through their 
certificates.  

Although the use of ECC as public key algorithm are an interesting alternative to 
reduce the size of certificates and the runtime of cryptographic operations, the com-
plexity of path validation is still an open topic. TRUTHC contributes to simplify and 
reduce the computational cost of signature verification process.  

4   Trust Relationship Using Two Hash Chains (TRUTHC)  

The signature verification pursues two main goals: 

1. Ensuring the integrity of the certificates in the path. It is done by hash operations. 
2. Verifying the certificates origin or the trust relationship among the entities in 

the path. It is done by verification operations. 
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The cost of verification operations is much higher than the cost of hash operations; 
therefore, the verifier’s computational cost can be lower if the number of verification 
operations during the path validation process is reduced by changing the way in which 
the trust relationship among the different entities of a hierarchical PKI is established.  

TRUTHC establishes an alternative trust relationship among the entities of a hier-
archical PKI through two hash chains: one links the secret seeds of the certification 
authorities and the other links the certificates of each path. This replaces the verifica-
tion operations by hash operations, what reduces the computational cost of the certifi-
cation path validation from the verifier’s point of view. 

In order to describe this proposal, we use the methodology of  Karjoth et al. in [8]. 
Table 1 shows notation used in this paper. 

Table 1. Notation 

Notation Meaning 
PKX Public key of X 
SKX Private key of X 
H(I) Hash of information I 

CERTX Certificate of  entity X 
CntX Content of CERTX  
SigX Signature over CntX  
sRCA Random secret seed of the root CA 
nX Secret seed of  authority X 
NX Encapsulated seed of authority X 
L Certification path length. 
hX Integrity check value associated with authority X 

SNX Serial Number of the certificate CERTX 
OPhash Number of hash operations 
Thash Runtime of a hash operation 
OPen Number of encryption operations 
Ten Runtime of an encryption operation 

OPdec Number of decryption operations  
Tdec Runtime of a decryption operation  

OPsig Number of signature operations 
Tsig Runtime of a signature operation 

OPver Number of verification operations 
Tver Runtime of a verification operation 

COST Computational cost 

4.1   Issuing Certificates 

TRUTHC extends the typical certificate issuing process [9] in a hierarchical architec-
ture. The chaining relation, encapsulated seed and protocol are: 

Chaining Relation 
nRCA = H(sRCA) 
nCA1 = H(nRCA,SNCA1) 
nCAi = H(nCAi-1, SNCAi),  2 ≤ i ≤ L – 1 
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hCA1 = H(nRCA, CntCA1)  
hCAi = H(hCAi -1, nCAi-1, CntCAi), 2 ≤ i ≤ L – 1      
hU = H(hCAL -1, nCAL -1, CntU) 

Encapsulated Seed: 
NCAi = {nCAi}PKCAi, 1 ≤ i ≤ L – 1 

Protocol 
CAi→CAi+1: CERTRCA, CERTCAi+1, hCAi+1, NCAi+1 
CAL–1→U: CERTRCA, CERTU, hU 

We assume that the hash function H is collision-free.  
The protocol begins when RCA chooses the random secret seed sRCA and obtains 

nRCA. Next, RCA issues the certificate CERTCA1 and computes hCA1 and nCA1 by using 
the seed nRCA. Afterwards, RCA sends to CA1: the trust anchor’s certificate 
CERTRCA, the certificate CERTCA1, hCA1 and the seed nCA1 encrypted with CA1 public 
key, so that only CA1 can decrypt it. 

Later, CA1 issues the certificate CERTCA2 and carries out the following operations: 

nCA1   = {{nCA1} PKCA1} SKCA1  
hCA2   = H(hCA1, nCA1, CntCA2) 
nCA2   = H(nCA1, SNCA2) 
NCA2 = PKCA2(nCA2) 

Then, CA1 sends to CA2: CERTRCA, CERTCA2, hCA2, NCA2 
And so on, until the user U receives from its certification authority CAL–1: the trust 

anchor’s certificate CERTRCA, its certificate CERTU, and hU 

Thus, it is created a hash chain with the secret seeds (nCAi) and the serial number of 
the certificates (SNCAi): 

   nRCA    = H(sRCA) 
   nCA1     = H(nRCA, SNCA1) 
   nCA2     = H(nCA1, SNCA2)  .  .  . 

nCAL -1= H(nCAL -2, SNCA L -1) 

Where: L – 1 is the number of subordinate CAs in the certification path. 

And another hash chain with the integrity check values (hCAi), the secret seeds 
(nCAi), and the content of the certificates (CntCAi): 

hCA1   = H(nRCA, CntCA1) 
             hCA2    = H(hCA1, nCA1, CntCA2) 

         . 
         . 
         . 

hCAL -1= H(hCAL -2, nCAL -2, CntCAL -1) 
             hU          = H(hCAL -1, nCAL -1, CntU) 

Fig. 2 shows the chaining relation of the certificates. 
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Fig. 2. Chaining relation of the certificates 

4.2   Verifying Certificates 

We include a new third trust party (TTP) to the PKI called Verification Authority 
(VA) (Fig. 3). VA verifies the integrity of the certificates and the trust relationship 
among the entities of a certification path. However, functions of VA can be carried 
out by RCA, since this authority can compute the seeds of its subordinated CAs.  

RCA issues the certificate CERTVA, and sends to VA: the trust anchor certificate 
CERTRCA, the certificate CERTVA and the secret seed nRCA encrypted with the public 
key of VA, so that only VA can decrypt it. 

Encapsulated Seed 
NVA = {nRCA} PKVA 

Protocol 
CA → VA: CERTRCA, CERTVA, NVA 

If user V wants to verify the signature of a message M sent by user U, they are nec-
essary the following steps: 

1. User V retrieves CERTU and hU.   
2. User V sends VA: CERTU 
3. VA retrieves the other certificates of the certification path: CERTCA1, 

CERTCA2... CERTL-1. 
4.  VA computes h’U by using equations of the chaining relation in section 4.1 

and the secret seed nRCA.  Then, it returns h’U in a signed response to user V.  
5. User V verifies the signature of the VA response. This implies to verify the 

signature of the VA certificate with PKRCA and then the signature of the VA re-
sponse. 

6. If hU and h’U are the same, user V can trust the integrity of the certificate 
CERTU and that it is part of the certification path of user U. 

7. User V verifies the signature of message M using the public key of user U, 
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Fig. 3. Verification model 

4.3   Integration into X.509 Certificates 

The integrity check value hX can be included as an extension in the X.509 certificates, 
so TRUTHC is compatible with them. However, it is good to realize that VA has to 
exclude this extension to compute the hash of content CntCAi.  

The inclusion of this extension in X.509 certificates increases their size slightly, for 
example, if SHA-1 is used, the size of the hX extension will be 20 bytes. 

4.4   Security Properties  

1. Seed confidentiality: Thanks to the properties of public key cryptography, only the 
authority CAi can decrypt NCAi=PKCAi(nCAi). Thus, each CA of the PKI knows its 
own seed and can compute the seeds of its subordinate CAs but not the seed of its 
superior authority in the hierarchy. 

2. Integrity of the certificates: If the attacker changes the content of the certificate 
CERTCAi in the path, but leaves hCAi intact, to hold the chaining relation with the 
modified content Cnt’CAi, it is necessary:  

H(hCAi-1,nCAi-1,Cnt’CAi)=H(hCAi-1,nCAi-1,CntCAi) 

But this violates the assumption that the hash function H is collision-free.  
Therefore, it is not possible to modify the content of a certificate in the certification 
path without modifying the chaining relation of the certificates. 

3. Insertion Resilience: If the attacker wants to insert a new certificate in a path and 
the encryption scheme is secure, although he knows hCAi, he will not be able to ob-
tain the value nCAi, needed to compute hCAi+1. 

4. Strong Forward Integrity of the Certificates: The certification authorities are the 
unique ones that can compute the integrity check values hCAi of their issued certifi-
cates because only they know the seeds nCAi. Therefore, if the value hU retrieved by 
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the verifier V is the same as the value h’u returned by VA, the verifier can trust the 
integrity of the certificates and that they are part of the same certification path. 

5. Integrity of the Hash Chain: If the attacker modifies the value of some hCAi to carry 
out a denial of service (DoS) attack, when VA detects a wrong hCAi, it can verify 
the signature of the implied certificate to ensure the integrity of this value of the 
chain. 

5   Evaluation of Computational Cost 

One of the possible application scenarios of TRUTHC is mobile payment. In this sec-
tion, we evaluate the computational cost of the authentication process in a P2P mobile 
payment scenario. We define computational cost like the CPU time required to carry 
out the cryptographic operations involved in a mobile payment. 

Let us suppose that there is a hierarchical PKI used for P2P mobile payments. This 
PKI involves the following entities (Fig. 4): 

• Root Certification Authority (RCA): It could be a world famous certification au-
thority, such as Verisign, GlobalSign, etc. RCA issues certificates to CCAs. 

• Credit Card Certification Authority (CCA): It is a CA that belongs to some 
credit card corporation, such as VISA, MasterCard, etc. A CCA issues certifi-
cates to BCAs. 

• Bank Certification Authority (BCA): It is a CA that belongs to certain bank. 
BCAs issue certificates to PGAs. 

• Payment Gateway Authority (PGA): It is the CA of some e-commerce applica-
tion service provider. A PG acts like mediator between the customer and mer-
chant, such as PayPal, eBay, etc. PGAs issue certificates to users (customers and 
merchants).  

• Customer (C): It is a user that wants to obtain some object or service from a 
merchant. 

• Merchant (M): It is a user that offers its products or services to the customers. 

In this scenario, the customer and merchant verify the certification path of each 
other during the mutual authentication process. Since, their terminals are limited mo-
bile devices and path validation demands a high computational cost and storage  
capacity, TRUTHC is suitable for this scenario, because it allows the customer and 
merchant delegate path validation process in other entity, the VA. In this case, RCA is 
the VA. 

5.1   Number of Cryptographic Operations  

If customer C wants to carry out a mobile payment process with the merchant M in 
Fig. 4, it is necessary a mutual authentication. We suppose they use WTLS protocol.  

The messages exchanged in the mutual-authentication are shown in Fig. 5. In a full 
WTLS handshake, two round-trips are required before the client (customer) and 
server (merchant) can start exchanging encrypted application data (payment proce-
dure). In the first round-trip, client and server hello messages are exchanged. In  
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CCA1 CCA2

BCA1 BCA2 BCA3 BCA4

PGA1 PGA2 PGA3 PGA4
PGA5

Users

RCA 

C M

CERTCCA2CERTCCA1

CERTBCA3CERTBCA1

CERTPGA1

CERTC

CERTPGA4

CERTM

Certificate

 

Fig. 4. Hierarchical PKI of P2P scenario 

addition, the server sends the client its public-key certificate in the second half of the 
first round trip [10].  

When the client receives the server’s certificate, it validates the certificate by veri-
fying the certification path of this certificate. According to Fig. 4, the certification 
path of the merchant includes certificates CERTCCA2, CERTBCA3, CERTPGA4 and 
CERTM. In a typical PKI, the customer must verify the signature of these certificates 
using PKRCA to check the first certificate (CERTCCA2). 

 

Fig. 5. Mutual-authentication WTLS messages 

Client Hello    -----------> 
ServerHello 

       Certificate 
       CertificateRequest 
     <----------- ServerHelloDone 
Certificate  
ClientKeyExchange (only for RSA) 
CertificateVerify 
ChangeCipherSpec 
Finished     -----------> 
     <----------- Finished 
Application Data    <-----------> Application Data 
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After the ServerHelloDone message is received, the client sends its certificate to 
the server. The merchant also verifies the certification path of the customer. Fig. 4 
shows that this certification path includes the certificates CERTCCA1, CERTBCA1, 
CERTPGA1 and CERTC.  Therefore, the merchant carries out the same number of cryp-
tographic operations than the customer to verify the certification path, in a typical PKI 
as in a PKI with TRUTHC. 

Tables 2 and 3 show the number of cryptographic operations carry out by customer 
and merchant in a typical PKI, using RSA and ECC respectively. On the other hand, 
Tables 4 and 5 show the number of cryptographic operations carry out by customer, 
merchant and RCA in a PKI with TRUTHC, using RSA and ECC respectively. 

Table 2. Cryptographic operations using RSA in a typical PKI 

Entity OPhash OPen OPdec OPsig OPver 
Customer 6 1 0 1 4 
Merchant 6 0 1 0 5 

Table 3. Cryptographic operations using ECC in typical PKI 

Entity OPhash OPen OPdec OPsig OPver 
Customer 6 0 0 1 4 
Merchant 6 0 0 0 5 

Table 4. Cryptographic operations using RSA in a PKI with TRUTHC 

Entity OPhash OPen OPdec OPsig OPver 
Customer 3 1 0 1 1 
Merchant 3 0 1 0 2 

RCA 16 0 0 2 0 

Table 5. Cryptographic operations using ECC in a PKI with TRUTHC 

Entity OPhash OPen OPdec OPsig OPver 
Customer 3 0 0 1 1 
Merchant 3 0 0 0 2 

RCA 16 0 0 2 0 

5.2   Computational Cost 

We assume that the speed benchmarks showed in Table 6 is the runtime of the cryp-
tographic operations carried out by the RCA. They were run on an UltraTM-80, a Sun 
server equipped with a 450MHz UltraSPARC II processor ECC over RSA increases 
at higher key sizes[11]. 

To evaluate the efficiency of our mechanism in different mobile devices, we as-
sume that the merchant’s terminal is a PDA and the customer’s terminal is a mobile 
phone. We use the runtime of cryptographic operations of a PDA with StrongARM  
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Table 6. Runtime of cryptographic operations for UltraTM-80 

Algorithm Runtime (ms/operation) 
RSA-2048 Signature 205,5 

ECDSA-193 Signature 9,2 

Table 7. Runtime of Cryptographic operations for PDA StrongARM 206MHz 

Cryptographic Operation RSA-2048 ECDSA-193 
Signature, Decryption 1273,8 39,0 

Verification, Encryption 39,1 76,6 

Table 8. Runtime of Cryptographic operations in mobile phones using RSA-1937 

Runtime Cryptographic Operations (ms/operation) Device 
Signature, Decryption  Verification, Encryption  

Nokia 6610 74682 2825 
Nokia 6600 7125 157 

Ericsson P900 3703 109 
Siemens S55 883602 30094 

Table 9. Runtime of Cryptographic operations in mobile phones using ECDSA-191 

Runtime Cryptographic Operations (ms/operation) Device 
Signature, Decryption  Verification, Encryption  

Nokia 6610 2294 4382 
Nokia 6600 860 1266 

Ericsson P900 453 843 
Siemens S55 18963 35277 

Table 10. Computational cost in P2P mobile payment: Typical PKI vs. PKI with TRUTHC 

COST (ms) 
Typical PKI PKI with TRUTHC 

 
Device 

 
Entity 

RSA ECDSA RSA ECDSA 
PDA Merchant 1470 423 1353 154 

Nokia 6610 Customer 88808 19823 80333 6677 
Nokia 6600 Customer 7911 5925 7440 2127 

Ericsson P900 Customer 4249 3826 3922 1297 
Siemens S55 Customer 1034073 150072 943791 54241 
UltraTM-80 RCA 0 0 411 18 

206 MHz processor using RSA-2048 bits and ECDSA-193 bits obtained from [11], 
shown in Table 7. At the same time, we consider four mobile phones as customers: 
Nokia 6610, Nokia 6600, Ericsson P900 and Siemens S55. The runtime of their crypto-
graphic operations using RSA-1937 and ECDSA-191 [12] is shown in Tables 8 and 9. 
According with Lenstra and Verheul [13] a key size of 190 bits in ECDSA is  
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approximately as secure as a key of 1937 bits in RSA. In a practical case, the differ-
ence of the runtime between ECDSA-191 and ECDSA-193 is less significant. For that 
reason, we use these runtimes to compare the development of a PDA and different  
 

 

Fig. 6. Computational Cost using RSA: Typical PKI vs. PKI with TRUTHC 

 

Fig. 7. Computational Cost using ECDSA: Typical PKI vs. PKI with TRUTHC 
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mobile phones when they carry out TRUTHC. The implementation of RSA-1937 bits  
is based on the IAIK JCE micro edition, which uses the Chinese Remainder Theorem 
and Montgomery multiplication. 

In addition, we use SHA-1 as hash function and take 0,001ms/operation [14] as the 
runtime for RCA and 0,19ms/operation [15] as the runtime for customers and  
merchant.  

Equation (1) is used to compute the cost. Table 1 shows the meaning of the  
notation. 

COST = (OPhash*Thash)+(OPen*Ten)+(OPdec*Tdec)+(OPsig*Tsig)+(OPver*Tver) (1) 

Table 10 compares the computational cost of the different entities in a typical PKI 
and a PKI with TRUTHC. 

Figures 6 and 7show the computational cost of the different entities involved in the 
mobile payment authentication, using RSA and ECDSA, respectively. 

6   Conclusions  

PKI can provide secure authentication in m-payment scenarios, but its complexity 
hinder its use in this environment. Certification path validation is one of the most 
complex processes of PKI and its computational cost is sometimes high, mainly for 
devices with low processing capacity, such as mobile phones and PDAs. Among the 
operations carried out by the verifier, cryptographic operations require more process-
ing time than the others, especially verification operations.  

In this paper, we propose TRUTHC, a method that establishes an alternative trust 
relationship among the entities of a hierarchical PKI using two hash chains: one links 
the secret seeds of the certification authorities and the other links the certificates of 
each path. TRUTHC reduces the number of verification operations during the signa-
ture verification process and therefore the computational cost of the path validation.  

TRUTHC allows verifying the integrity of the certificates in a path and checking 
that each of those certificates belongs to the same path, through simple hash  
operations. 

In addition, we have proved that TRUTHC reduce the number of verification op-
erations carried out by the customer and merchant during mutual authentication. As 
Tables 2 and 3 show the customer and merchant carry out four and five verification 
operations respectively during WTLS protocol, in a traditional PKI, while in PKI with 
TRUTHC (see Tables 4 and 5), the number of verification operations carry out by the 
customer and merchant is one and two respectively.  

Fig. 6 shows that our proposal reduces the computational cost of the mutual au-
thentication process in m-payment around the 8% using RSA. When we use ECDSA 
algorithm (Fig. 7), the difference between the computational cost of traditional PKI 
and PKI with TRUTCH is larger than 60%. 

The enormous advantage offered by ECDSA algorithm in terms of computational 
cost and the reduction of verification operations achieved with TRUTHC, motivates 
the use of certificates in m-payment schemes. 
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The security of the proposed method depends mainly on the confidentiality of  
the secret seeds nCAi that must be only known by the certification authorities. Then, 
they must be stored safely, as if they are the private key of the authority. Thus, the 
compromise of one of these seeds implies the revocation of the CA certificate and the 
certificates issued by this authority. 
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Abstract. In this paper we propose the notion of security-by-contract, a mobile
contract that an application carries with itself. The key idea of the framework is
that a digital signature should not just certify the origin of the code but rather bind
together the code with a contract. We provide a description of the overall life-
cycle of mobile code in the setting of security-by-contract, describe a tentative
structure for a contractual language and propose a number of algorithms for one
of the key steps in the process, the contract-policy matching issue. We argue that
security-by-contract would provide a semantics for digital signatures on mobile
code thus being a step in the transition from trusted code to trustworthy code.

1 Introduction

Mobile devices are increasingly popular and powerful. Yet, the growth in computing
power of nomadic devices has not been supported by a comparable growth in available
software: on high-end mobile phones we cannot even remotely find the amount of third
party software that was available on our old PC.

One of the reasons for this lack of applications is also the security model adopted
for mobile phones. The current security model is exemplified by the JAVA MIDP 2.0
approach and is based on trust relationships: mobile code is run if its origin is trusted.
This essentially boils down to mobile code is accepted if it is digitally signed by a
trusted party. The level of trust of the “trusted party” determines the privileges of the
code by essentially segregating it into appropriate trust domain.

The problem with trust relationship, i.e. digital signatures on mobile code, is twofold.
At first we can only reject or accept the signature. This means that inter-operability in
a domain is either total or not existing: an application from a not-so-trusted source
can be denied network access, but it cannot be denied access to a specific protocol,
or to a specific domain. E.g. if a payment service is available on the platform and an
application for paying parking meters is loaded, the user cannot block the application
from performing large payments.

The second (and major) problem, is that there is no semantics attached to the signa-
ture. This is a problem for both code producers and consumers.

From the point of view of mobile code consumers they must essentially accept the
code “as-is” without the possibility of making informed decisions. One might well trust
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SuperGame Inc. to provide excellent games and yet might decide to rule out games that
keep playing while the battery fells below 20%. At present such choice is not possible.

From the point of view of the code producer they produce code with unbounded lia-
bility. They cannot declare which security actions the code will do, by signing the code
they essentially declare that they did it. The consequence is that injecting an application
in the mobile market is a time consuming operation as SME developers must essentially
convince the operators that their code will not do anything harmful.

1.1 Contribution of the Paper

We propose in this paper the notion of security-by-contract (as in programming-by con-
tract [1]): the digital signature should not just certify the origin of the code but rather
bind together the code with a contract. Loosely speaking, a contract contains a de-
scription of the relevant features of the application and the relevant interactions with
its host platform. A mobile platform could specify platform contractual requirements,
a policy1, which should be matched by the application’s contract. Among the relevant
features, one can list fine-grained resource control (e.g. silently initiate a phone call or
send a SMS), memory usage, secure and insecure web connections, user privacy protec-
tion, confidentiality of application data, constraints on access from other applications
already on the platform.

We provide here a description of the overall life-cycle of mobile code in the setting
of security-by-contract, describe a tentative structure for a contractual language and
propose a number of algorithms for one of the key steps in the process, namely the
issue of contract-policy matching.

We argue that security-by-contract would provide a semantics for digital signatures
on mobile code thus being a step in the transition from trusted code to trustworthy code.

The research is performed within the limits of the European project “Security of
Software and Services for Mobile Systems” (S3MS)2.

The rest of the paper is organized as follows. In Section 2 we present the security-
by-contract framework providing a description of the overall life-cycle of mobile code
in this setting. In Section 3 we describe typical security requirements to mobile appli-
cations. In Section 4 we focus on contract specification defining also the notion of
contract-policy matching. Then in Section 5 we propose an algorithm for contract-
policy matching based on the contractual language of Section 4. We end the paper
discussing related work and conclusions.

2 The Security-by-Contract Life-Cycle

The framework of security-by-contract for mobile code is essentially shaped by three
groups of stake-holders: mobile operator, service provider and/or developer, mobile
user. This is shown in Fig. 1.

The mobile code developers are responsible to provide a description of the security
behavior that their code provides.

1 In the sequel we will refer to policy as the security requirements on the platform side and by
contract the security claims made by the mobile code.

2 More information concerning this project can be acquired at http:\\www.s3ms.org.
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Fig. 1. Key Stakeholders

Table 1. Enforcing Security-by-Contract at Different Stages

Development Deployment Execution

(I) at design and de-
velopment time

(II) after design but
before shipping the
application

(III) when download-
ing the application

(IV) during the execu-
tion of the application

Definition 1 (Contract). A contract is a formal complete and correct specification of
the behavior of an application for what concerns relevant security actions (Virtual Ma-
chine API Calls, Operating System Calls).

By signing the code the developer certifies that the code complies with the stated claims
on its security-relevant behavior.

On the other side we can see that users and mobile phone operators are interested
that all codes that are deployed on their platform are secure. In other words they must
declare their security policy:

Definition 2 (Policy). A policy is a formal complete specification of the acceptable
behavior of applications to be executed on the platform for what concerns relevant
security actions (Virtual Machine API Calls, Operating System Calls).

A contract should be negotiated and enforced during development, at time of delivery
and loading, and during execution of the application by the mobile platform. Fig. 2
summarizes the phases of the application/service life-cycle in which the contract-based
security paradigm is present.

In order to guarantee that an application complies with its desired contract or the
policy requested on a particular platform we should consider the stage where such en-
forcement can be done as shown in Table 1.

Enforcing at level (I) can be achieved by appropriate design rules and require de-
veloper support; (II) and (III) can be carried out through (automatic) verification tech-
niques. Such verifications can take place before downloading (static verification by
developers and operators followed by a contract coming with a trusted signature) or



300 N. Dragoni et al.

Fig. 2. Application/Service Life-Cycle

as a combination of pre and post-loading operations (e.g., through in-line monitors and
proof carrying code); (IV) can be implemented by run-time checking. All methods have
different technical and business properties. From an operator’s view point:

– working on existing devices would rule out run-time enforcement and favour static
analysis, code signing and signature verification on the mobile platform. Monitors
may be used (for properties that could not be proved), but on-device proof would
then not be possible.

– Operators distrusting the certification process could rely on run-time checks, at the
price of upgrading devices’ software. Monitors could be used and contracts could
be verified on the device itself.

– An operator who wants to be able to run existing applications would prefer run-time
enforcement.

The users’ perspectives could be different as individuals might care more of privacy,
whereas companies might care more of security. Their interest could be on ease of
matching the mobile contract against the mobile policy or the combination of policies
(e.g. operator, company, user or roaming on another operator’s network). The Table 2
shows some of possible strengths and limitations of each different technology.

Contract-Policy Matching. As we can see in Fig. 2, one of the key problems in the
overall security-by-contract life-cycle is the contract-policy matching issue: given a
contract that an application carries with itself and a policy that a platform specifies,
is the contract compliant with the policy? Intuitively, matching should succeed if and
only if by executing the application on the platform every behavior of the application
that satisfies its contract also satisfies the platforms policy. Contract-policy matching
represents a common problem in the life-cycle because it must be done at all levels:
both for development and run-time operation. To address this issue we need efficient
algorithms to match application contracts with device policies. This will be the target
of Section 5.
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Table 2. Enforcement Technology Strengths and Weaknesses

Criteria Static Analysis Monitors Runtime
Works with existing devices √

? ×
Works with existing applications ? × √

Does not modify applications √ × √

Offline proof of correctness √ √ ×
Load-time proof of correctness × √ ×
May depend on run-time data × √ √

Does not affect runtime performance √
? ×

3 How a Contract Should Look Like?

If contract represents the security behavior of an application the temptation would be to
make such contractual claims arbitrarily complex. Since we argue that contract should
be matched by mobile device a complex procedure is likely to defy the very spirit of
our proposal.

However, a detailed case study [20] in the booming real of Mobile Games shows
that detailed contracts are not really necessary. The characteristic feature of these ap-
plications is that they need wide access to connectivity to execute correctly. However,
the user still wants to control that this connectivity is not abused or misused. Therefore
the same permission can be granted or not granted depending, for instance, on previous
actions of the applet or some conditions on application environment.

Let us make two examples. Personal information security can be ensured by the
following policies:

Example 1. “No external connections are allowed if the application has accessed the
user’s personal information”. In this example granting of the permission depends on
the applets’ previous actions.

Example 2. Using wireless connection can make the device runs out of battery very
quickly. To prevent it one can apply the following policy: “The application is not al-
lowed to use wireless connection if the battery level is below a certain limit”. In this ex-
ample the permission to run for the application depends on the state of its
environment.

Other examples of security policies for mobile devices include:

1. The application sends no more than a number messages in each session.
2. The application only loads each image from the network once.
3. The delay between two periodic invocations of the MIDlet is at least T.
4. The application does not initiate calls to international numbers.
5. The application only uses files whose name matches a given pattern.
6. The application does not send MMS messages.
7. The application connects only to its origin domain.
8. The application does not use the FileConnection.delete() function.
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9. The application only receives SMS messages on a specific port.
10. The length of a SMS message sent does not exceed the payload of a single SMS

message.
11. The application must close all files that it opens.

Notice the difference between policies 1 and 2. The first one specifies the constraint
on a single execution (session) of the program. The second one puts a restriction on all
runs of the application. Policy 3 also requires to make a distinction between multiple
sessions of the application. For this reason the contracts must include the constructs
that define the scope of the obligation. Moreover, such policies as policy 11 are most
naturally expressed at the level of separate objects (in this case objects of type FileCon-
nection). So three possible scopes of the obligation are:

Multisession – the obligation must be fulfilled by all runs of the application as a whole.
Session – the obligation must be fulfilled by each run of the application separately.
Object – the obligation must be fulfilled by each object of a given type.

Another important issue is the granularity of the protected resources. The require-
ments above show that the field of application of the policy can be limited to particular
services (HTTP, SMS, etc.) or even API calls (policy 8). Hence the fine-grained control
over the protected resources is an important requirement to the security framework.

4 Contract Specification

A single contract/policy is specified as a list of disjoint rules (for instance rules for
connections, rules for PIM and so on) instead of one giant specification describing all
possible security properties. A rule is defined according to the following grammar:

<RULE> :=
SCOPE [ OBJECT <class> |

SESSION |
MULTISESSION ]
RULEID <identifier>
<formal specification>

Rules can differ both by SCOPE and RULEID.Scope definition reflects at which
scope (OBJECT, SESSION, MULTISESSION) the specified contract will be applied.
The tag RULEID identifies the area of the contract (which security-relevant actions the
policy concerns, for example “files” or “connections”).

We assume that SCOPE and RULEID divide the set of security-relevant actions into
non-interleaving sets so that two rules with different scopes and RULEIDs (in the same
contract specification) cannot specify the same security-relevant actions. This assump-
tion allows us to perform matching as a number of simpler matching operations on
separate rules, as we will show in Section 5.

For SESSION and MULTISESSION scopes there is a possibility to set RULEID
equal to *, which means that the contract can include the actions from any area. Still we
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recommend to consider such an option carefully before using it because the matching
of such contracts and policies can be inefficient.

The <formal specification> part of a rule gives a rigorous and not ambigu-
ous definition of the behavior (semantics) of the rule. Since several semantics might
be used for this purpose (such as standard process algebras, security automata, Petri
Nets and so on), for the limited scope of this paper we abstract from a particular formal
specification, identifying the necessary abstract constructs for combining and compar-
ing rules. Moreover, we assume that rules can be combined and compared for matching
only if they have the same scope. This assumption allows us to reduce the problem of
combining rules to the one of combining their formal specifications, without consider-
ing scopes. Therefore the first thing we do when analyzing the specifications is to group
rules within one scope together and reason about them separately.

We have identified the following abstract operators (C and P indicate a generic con-
tract and policy respectively):

– [Combine Operator⊕] Spec = ⊕i=1,...,nSpeci

It combines all the rule formal specifications Spec1, . . ., Specn in a new specifica-
tion Spec.

– [Simulate Operator≈] SpecC ≈ SpecP

It returns 1 if rule formal specification SpecC simulates rule formal specification
SpecP , 0 otherwise.

– [Contained-By Operator�] SpecC � SpecP

It returns 1 if the behavior specified by SpecC is among the behaviors that are
allowed by SpecP , 0 otherwise.

– [Traces Operator] S = Traces (Spec)
It returns the set S of all the possible sequences of actions that can be performed
according to the formal specification Spec.

We assume that the above abstract constructs are characterized by the following
properties:

Property 1. Traces (Spec1 ⊕ Spec2) = Traces (Spec1) ∪ Traces (Spec2)

Property 2. Spec1 � Spec2 ⇔ Traces (Spec1) ⊆ Traces (Spec2)

Property 3. Spec1 ≈ Spec2 ⇒ Traces (Spec1) ⊆ Traces (Spec2)

Definition 3 (Exact Matching). Matching should succeed if and only if by executing
the application on the platform every trace that satisfies the application’s contract also
satisfies the platform’s policy:

Traces
(
⊕i=1,...,nSpecC

i

)
⊆ Traces

(
⊕i=1,...,mSpecP

i

)

Definition 4 (Sound Sufficient Matching). Matching should fail if by executing the
application on the platform there might be an application trace that satisfies the con-
tract and does not satisfies the policy.

Definition 5 (Complete Matching). Matching should succeed if by executing the ap-
plication on the platform every traces satisfying the contract also satisfy the policy.
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Table 3. Examples of Contract/Policy Matching

Contract/Policy Rule Object can use one type
of connection only

Object can use every
type of connections

Object can use HTTP connections only �� ��
Object can use HTTP and SMS connections � ��

By applying Def. 4 we might reject “good” applications that are however too difficult or
too complex to perform. On the other hand, Def. 5 may allow “bad” applications to run
but it will certainly accept all “good” ones (and “bad” applications can later be detected,
for instance, by run-time monitoring). Examples of matching between contracts and
policies are shown in Table 3.

5 Contract Matching Algorithm

In this Section we provide a generic algorithm for contract/policy matching. The algo-
rithm is generic since it does not depend on the formal model adopted for specifying
the semantics of rules (process algebra, security automata, Petri Nets, and so on). In
other words, the algorithm is defined by means of the abstract constructs discussed in
Section 4. Therefore, to exploit the algorithm it will be sufficient to have an imple-
mentation of these constructs in the formal language adopted for specifying rules. In
Section 5.1 we will provide an automata-based implementation of such constructs, giv-
ing in this way a complete version of the algorithm for rules formally specified with
automata.

As shown in Fig. 3, the generic contract/policy matching algorithm takes as inputs
two rule sets RC and RP representing respectively the contract and the policy to be
matched. The algorithm checks ifRC “matches”RP .

Algorithm 1 lists the source code of the MatchContracts function, which represents
the root function of the whole algorithm. Basically, the algorithm works as follows.
First of all, both rule sets RC and RP are partitioned according to the scope of the
rules (lines 1 and 2). This is done by calling the Partition procedure (Algorithm 2)
that partitions a generic rule set R in a sequence of rule sets with the same scope:〈
RSESSION ,RMULTISESSION , {Rclass}class∈ζC

〉
. As discussed in Section 4, this

partition is necessary because in the S3MS framework comparison of rules starts only
within a certain scope. Created two sequences of scope-specific rule sets (one for the
contract and one for the policy), the algorithm checks if each rule set in the sequence
of the contract matches the corresponding rule set in the sequence of the policy (lines
3-11). In other words, we match rules within the same scope. This is done by calling the
MatchRules function (lines 4-6) that we discuss in the next paragraph. If all succeeds
(line 11), than the contract matches the policy. Otherwise, matching fails.

Matching Rules with the Same Scope. Matching between rules is performed by the
MatchRules function (Algorithm 3). Since the rules of the two input sets RC andRP
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Fig. 3. Contract/Policy Matching Problem

must have the same scope, before doing matching checks the algorithm cleansRC and
RP removing the scope from each rule. As a consequence, two sets LC and LP of pairs(

IDC/P , SpecC/P
)

are built. Now the algorithm is ready to check the contract/policy

match. Each pair in LP is compared with the set LC by means of the MatchSpec
function (line 4). When a match is not found for a pair (line 6), i.e. the MatchSpec
function returns 0, that pair is stored in a rule set LP

failed (line 7).
If for all rules in LP there exists a match with LC , i.e. the MatchSpec function

returns 1 for each pair in LP so that LP
failed = ∅, then the match between rules succeeds

and the algorithm returns 1 (lines 10-11). Otherwise, if LP
failed �= ∅ (i.e. there are no

rules in LC that match with the rules of LP
failed) then the algorithm performs a last

“global” check. More precisely, the combination of the rules in LC is matched with the
combination of the rules in LP

failed (line 13). If also this match does not succeed, then
the algorithm returns 0, otherwise it returns 1.

Matching Specifications. The MatchSpec function (Algorithm 4) checks the match be-
tween a set of pairsLC=

〈(
IDC

1 , SpecC
1

)
,. . .,

(
IDC

n , SpecC
n

)〉
and a pair

(
IDP , SpecP

)

representing respectively the rules of the contract and a rule of the policy to be matched.
The function returns 1 in two situations:

1. there exists a pair
(
IDC , SpecC

)
in LC that matches with

(
IDP , SpecP

)

2. the combination of all the specifications in LC matches with
(
IDP , SpecP

)

Otherwise, the function returns 0.

Specification matching is verified as follows. If there exists a pair
(
IDC , SpecC

)
in

LC such that IDC is equal to IDP (line 1), then the algorithm checks the hash values
of the specifications SpecC and SpecP . Matching succeeds if they have the same value
(line 2). Otherwise, the algorithm checks if SpecC simulates SpecP (line 4). If this is
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Algorithm 1. MatchContracts Function

Input: rule set RC , rule set RP

Output: 1 if RC matches RP , 0 otherwise

1:
〈
RC

SESSION , RC
MULTISESSION ,

{
RC

class

}
class∈ζC

〉
⇐ Partition

(
RC

)

2:
〈
RP

SESSION , RP
MULTISESSION ,

{
RP

class

}
class∈ζP

〉
⇐ Partition

(
RP

)

3: if MatchRules
(
RC

SESSION , RP
SESSION

)
then

4: if MatchRules
(
RC

MULTISESSION , RP
MULTISESSION

)
then

5: for all class ∈ ζP do // for all classes in policy
6: if MatchRules

(
RC

class, RP
class

)
then // if class /∈ ζC , then RC

class = ∅
7: skip
8: else
9: return(0)

10: end if
11: end for
12: return(1)
13: end if
14: end if
15: return(0)

Algorithm 2. Partition Procedure
Input: rule set R
Output:

〈
RSESSION, RMULTISESSION , {Rclass}class∈ζ

〉

1: RSESSION ⇐ {r ∈ R | Scope(r) = SESSION}
2: RMULTISESSION ⇐ {r ∈ R | Scope(r) = MULTISESSION}
3: for all class ∈ ζ do // for all classes in contract/policy
4: Rclass ⇐ {r ∈ R | Scope(r) = OBJECT < class >}
5: end for

Algorithm 3. MatchRules Function

Input: rule set RC , rule set RP

Output: 1 if RC matches RP , 0 otherwise
1: LC ⇐

{(
IDC , SpecC

)
|
〈
scope, IDC , SpecC

〉
∈ RC

}

2: LP ⇐
{(

IDP , SpecP
)
|
〈
scope, IDP , SpecP

〉
∈ RP

}

3: for all
(
IDP , SpecP

)
∈ LP do

4: if MatchSpec
(
LC ,

(
IDP , SpecP

))
then

5: skip
6: else // may return ∅ for efficiency
7: LP

failed ⇐ LP
failed∪

(
IDP , SpecP

)

8: end if
9: end for

10: if LP
failed = ∅ then

11: return(1)
12: else
13: return

(
MatchSpec

((
∗, ⊕(IDC , SpecC)∈LC

)
,
(
∗, ⊕(IDP , SpecP )∈LP

failed

)))

14: end if
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Algorithm 4. MatchSpec Function

Input: LC =
〈(

IDC
1 , SpecC

1

)
, . . . ,

(
IDC

n , SpecC
n

)〉
,
(
IDP , SpecP

)

Output: 1 if LC matches
(
IDP , SpecP

)
, 0 otherwise

1: if ∃
(
IDC , SpecC

)
∈ LC ∧ IDC = IDP then

2: if HASH(SpecC ) = HASH(SpecP ) then
3: return(1)
4: else if SpecC ≈ SpecP then
5: return(1)
6: else if SpecC � SpecP then
7: return(1)
8: else // Restriction: if same ID then same specification must match
9: return(0)

10: end if
11: else
12: MatchSpec

((
∗, ⊕(IDC , SpecC)∈LC

)
,
(
∗, SpecP

))

13: end if

the case, then the matching succeeds, otherwise the more computationally expensive
containment check is performed (line 6). If also this check fails, the algorithm ends and
matching fails (because the rules with the same ID must have the same specification).

If there exists no pair in LC such that IDC is equal to IDP (line 11) then the algo-
rithm checks the match between the combination of all the specifications in LC and(
IDP , SpecP

)
(line 12).

5.1 Applying the Generic Matching Algorithm to Automata-Based Rule
Specifications

In this Section we show how the matching algorithm can be used when the behavior of
rules (<formal specification>) is specified by means of finite state automata
(FSA). In this way we provide a complete algorithm for matching contracts with FSA-
based rule specifications. As already remarked at the beginning of Section 5, we just
need to provide an implementation of the ⊕, � and ≈ operators used in Algorithms 3
and 4. For the sake of clarity, we briefly introduce FSA. Then we provide algorithms
for implementing the abstract constructs.

FSA are widely used as a powerful formalism both for system modeling and for
specification of system properties. Basically, FSA consists of finite numbers of states;
transitions between states are performed through actions. A subset of states is selected
to be accepting states. If after performing a sequence of actions (a run) the FSA arrives
in an accepting state then the automaton is said to accept this sequence of actions.

FSA that represents a model of the system can be extracted directly from the control-
flow graph of the program. This automaton specifies actual behavior of the system.
An automaton that specifies the desired behavior can be either built directly or from
other specification language. For example, FSA for a temporal logic specification can
be constructed using the tableaux method [11].
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Fig. 4. The Automata-Based Specification of the Policy from Example 1 (circles with double
borders denote accepting states, arrows represent the transition, where labels denote actions)

Example 3. To illustrate how FSA can be used for property specifying let us show the
automaton for the policy from Example 1. The automaton has two accepting states. It
remains in the first (initial) one until the action “PIN open” occurs. This action brings
the automaton in the second accepting state. All actions in this state preserve it save
the action “connection open”. If “connection open” occurs the automaton is brought to
the last (non-accepting) state, from which there is no outgoing transition. In this case
the automaton terminates in a non-accepting states, which means that the automaton
does not accept this run. The resulting automaton is presented at Fig. 4.

Combining Automata-Based Rules. The exploitation of automata for formally specify-
ing rules allows a straightforward implementation of the combine operator⊕: rules are
combined by simply making the synchronous product of the related automata.

Automata Matching as Language Inclusion. Given two automata AutC and AutP rep-
resenting respectively a rule formal specification of a contract (SpecC ) and of a policy
(SpecP ), SpecC � SpecP when LAutC ⊆ LAutP , i.e. the language accepted by AutC

is a subset of the language accepted by AutP . Informally, each behavior of AutC is
among the behaviors that are allowed by the policy AutP . Assuming that the automata
are closed under intersection and complementation, then the matching problem can be
reduced to an emptiness test [2]:

LAutC ⊆ LAutP ⇔ LAutC ∩ LAutP = ∅ ⇔ LAutC ∩ LAutP = ∅

In other words, there is no behavior of AutC that is disallowed by AutP . If the inter-
section is not empty, any behavior in it corresponds to a counterexample. Algorithm 5
lists the basic steps for implementing the� operator for FSA-based rule specifications.

Automata Simulation. Several notions of simulation relations for automata have been
introduced in literature ([3,5,4,9] to mention only a few) and discussing each of them
is outside the scope of the paper. Intuitively, we can say that a state qi of an automata
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Algorithm 5. FSA-Based Implementation of �
Input: two FSA-based rule specifications AutC and AutP

Output: 1 if AC � AP , 0 otherwise
1: Complement the automaton AutP

2: Construct the automaton AutI that accepts LAutC ∩ L
AutP

3: if AutI is empty then
4: return(1)
5: else
6: return(0)
7: end if

Algorithm 6. FSA-Based Implementation of ≈
Input: two FSA-based rule specifications AutC and AutP

Output: 1 if AC ≈ AP , 0 otherwise.
1: Construct the automaton AutU = AutC ∪ AutP

2: Build the parity game graph G∗
A(q

AutC
0 , qAutP

0 )
3: Compute the winning nodes W using Jurdzinski algorithm

4: if (qAutC
0 , qAutP

0 ) ∈ W then
5: return(1)
6: else
7: return(0)
8: end if

A “simulates” a state qj of an automata B if every “behavior” starting at q can be
mimicked, step by step, starting at qj , i.e. qi ≈ qj ⇒ L(A[qi]) ⊆ L(A[qj ]).

The main approach for determining simulation relations among automata consists of
reducing the simulation problem to a simulation game, i.e. to the problem of searching
the winning nodes of a parity game graph [4]. Algorithm 6 summarizes the basic op-
erations needed for implementing a simulation construct following this approach [5].
Basically, a parity game graph is constructed starting from two automata A and B and
according to a well specific notion of simulation relation (the ∗ in the algorithm in-
dicates a generic simulation relation). Then the Jurdzinski algorithm [10] is used for
determining the set of winning nodes.

6 Related Work

Four main approaches to mobile code security can be broadly identified in literature:
sandboxes limit the instructions available for use, code signing ensures that code orig-
inates from a trusted source, proof-carrying code (PCC) carries explicit proof of its
safety, and model-carrying code (MCC) carries security-relevant behavior of the pro-
ducer mobile code.

Sandbox Security Model. This is the original security model provided by Java. The
essence of the approach [6] is that a computer entrusts local code with full access to
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vital system resources (such as the file system). It does not, however, trust downloaded
remote code (such as applets), which can access only the limited resources provided
inside the sandbox. The limitation of this approach is that it can provide security but
only at the cost of unduly restricting the functionality of mobile code (e.g., the code is
not permitted to access any files). The sandbox model has been subsequently extended
in Java 2 [7], where permissions available for programs from a code source are specified
through a security policy. Policies are decided solely by the code consumer without any
involvement of the producer. The implementation of security checking is done by means
of a run-time stack inspection technique [19].

In .NET each assembly is associated with some default set of permissions accord-
ing to the level of trust. However, the application can request additional permissions.
These requests are stored in the application’s manifest and are used at load-time as the
input to policy, which decides whether they should be granted. Permissions can also
be requested at run-time. Then, if granted, they are valid within the limit of the same
method, in which they were requested. The set of possible permissions includes, for
instance, permissions to use sockets, web, file IO, etc.

Cryptographic Code-Signing. Cryptographic code-signing is widely used for certifying
the origin (i.e., the producer) of mobile code and its integrity. Typically, the software
developer uses a private key to sign executable content. The application loading the
module then verifies this content using the corresponding public key.

This technique is useful only for verifying that the code originated from a trusted
producer and it does not address the fundamental risk inherent to mobile code, which
relates to mobile code behavior. This leaves the consumer vulnerable to damage due
to malicious code (if the producer cannot be trusted) or faulty code (if the producer
can be trusted). Indeed, if the code originated from an untrusted or unknown producer,
then code-signing provides no support for safe execution of such code. On the other
hand, code signing does not protect against bugs already present in the signed code.
Patched or new versions of the code can be issued, but the loader (which verifies and
loads the executable content and then transfers the execution control to the module) will
still accept the old version, unless the newer version is installed over it. [12] proposes
a method that employs an executable content loader and a short-lived configuration
management file to address this software aging problem.

Proof-Carrying Code (PCC). The PCC approach [14] enables safe execution of code
from untrusted sources by requiring a producer to furnish a proof regarding the safety
of mobile code. Then the code consumer uses a proof validator to check, with certainty,
that the proof is valid (i.e., it checks the correctness of this proof) and hence the foreign
code is safe to execute. Proofs are automatically generated by a certifying compiler
[15] by means of a static analysis of the producer code. The PCC approach is problem-
atic for two main reasons [16]. A practical difficulty is that automatic proof generation
for complex properties is still a daunting problem, making the PCC approach not suit-
able for real mobile applications. A more fundamental difficulty is that the approach is
based on a unrealistic assumption: since the producer sends the safety proof together
with the mobile code, the code producer should know all the security policies that are of
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interest to consumers. This appears an impractical assumption since security may vary
considerably across different consumers and their operating environments.

Model-Carrying Code. This approach is strongly inspired by PCC, sharing with it the
idea that untrusted code is accompanied by additional information that aids in verifying
its safety [17]. With MCC, this additional information takes the form of a model that
captures the security-relevant behavior of code, rather than a proof. Models enable code
producers to communicate the security needs of their code to the consumer. The code
consumers can then check their policies against the model associated with untrusted
code to determine if this code will violate their policy. Since MCC models are signif-
icantly simpler than programs, such checking can be fully automated. This model has
been mainly proposed for bridging the gap between high-level policies and low-level
binary code, enabling analyses which would otherwise be impractical (as for PCC).

For policy specification other languages can be used as well. For instance, tempo-
ral logic formulae are widely applied for this purpose [8]. Also there is a number of
XML-based languages for specification of access control policies, such as XACML
[13]. However, while these languages suit well for describing security policies, they are
less convenient for formal specification of the whole system, and in our framework it is
essential to cover both these aspects. Therefore we chose a FSA-based language, which
is suitable for specification of contracts as well as policies. However, it is worth noting
that there is a mapping from temporal logic to FSA, which enables translating policies
written as logic formulae into our FSA-based language.

7 Conclusion

In this paper we have proposed the notion of security-by-contract, a mobile contract that
an application carries with itself. The key idea of the approach is that a digital signature
should not just certify the origin of the code but rather bind together the code with
a contract. From this point of view, our framework essentially makes more concrete
some ideas behind MCC. In particular, we use a high level specification language with
features that simplify contract/policy matching and allow expressing realistic security
policies. Also our matching algorithm is improved for efficiency as it is intended for
use on such resource-critical devices as mobiles. For this reason we first perform easier
checks of sufficient criteria before performing a complete check (see Alg. 4). Other
optimizations are also discussed. These features also differentiate our approach from
other frameworks for modeling resource contractualisation, such as [18].

The contributions of the paper are threefold. First, we have proposed the security-
by-contract framework providing a description of the overall life-cycle of mobile code
in this setting. Then we have described a tentative structure for a contractual language.
Finally, we have proposed a number of algorithms for one of the key steps in the life-
cycle process: the issue of contract-policy matching.

The main novelty of the proposed framework is that it would provide a semantics for
digital signatures on mobile code thus being a step in the transition from trusted code
to trustworthy code.
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Abstract. Wireless Sensor Networks (WSN) are becoming a key tech-
nology in the support of pervasive and ubiquitous services. The previous
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the existence of new hardware and software prototypes based on Elliptic
Curve Cryptography and other PKC primitives. Then, it is necessary
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1 Introduction

Wireless Sensor Networks [1] can be considered as a key technology to support
pervasive and ubiquitous services. They can be applied to a wide number of
areas: such as farmland monitoring, smart office, detection of out-of-tolerance
environmental conditions, emergency medical care, wearable smart uniforms,
etc. However, these networks are quite difficult to protect, because every node
becomes a potential point of logical and physical attack.

In this context, it would be extremely useful to have a cryptographic primitive
such as Public Key Cryptography (PKC) in order to create services such as Dig-
ital Signatures. The use of PKC in sensor networks has been usually considered
as “nearly impossible”, but at present some studies [4] have started to consider
the possibility of utilizing PKC in a highly-constrained networks. It is then the
purpose of this paper to review the state of the art of PKC for sensor networks,
and to analyze if it is both feasible and convenient to have a working Public Key
Infrastructure in a sensor network environment.

The rest of this paper is organized as follows: In section 2 the architecture of
a wireless sensor network is explained, alongside with how PKC could influence
on solving some major security problems. In section 3, the major PKC prim-
itives that could be applied to constrained environments such as sensor nodes
are presented and studied. Finally, in section 4, there is a deep analysis of the
applicability of Public Key Infrastructures to a sensor network environment, and
in section 5, the conclusions are presented.
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2 Wireless Sensor Networks

A Wireless Sensor Network, as a whole, can be seen as the “skin” of a computer
system, since it is able to provide any physical information of a certain region
or element to any external system. The ability of measuring their environment
is not the only benefit of these networks: thanks to the wireless capabilities and
the limited computational power of their elements, they are easy to set up, are
capable of self-configuring themselves, and are relatively inexpensive. The main
elements of a sensor network are the sensor nodes and the base station - the
“cells” of the system and its “brain”.

Sensor nodes are small and inexpensive computers that have limited compu-
tational and wireless capabilities: a typical sensor node uses a microcontroller
of 8Mhz with 4KB of RAM and 128KB of ROM, and incorporates a transceiver
compliant to low-power, low duty standards such as IEEE 802.15.4. On the other
hand, the base station is a powerful, trusted device that acts as an interface be-
tween the user of the network and the nodes. Regarding their internal configura-
tion, the nodes of the network can group themselves into clusters where all the
organizational decisions inside a cluster are made by a single entity called “clus-
ter head” (hierarchical configuration), or all the nodes can participate in both
the decision-making processes and the internal protocols (flat configuration).

In a sensor network, amongst other issues, it is extremely important to provide
certain basic security mechanisms and protocols in order to avoid attacks from
malicious adversaries [3]. It was recently when Public Key Cryptography (PKC)
started to be considered as a viable solution for this purpose. Since, in most cases,
a node does not know in advance who will be on its neighborhood, PKC can be
used for both authenticating such nodes and for allowing the secure exchange of
pairwise keys. Any procedure that requires the participation of the base station
can also take advantage of these primitives. For instance, it is possible to securely
distribute new code to the nodes of the network if it has been previously signed
by the base station. Lastly, there are many other services that can effectively use
PKC: authenticated broadcast, data source authentication in data aggregation,
privilege delegation, etc.

3 Public Key Cryptography Primitives for Sensor
Networks

3.1 Existing PKC Primitives

The computational requirements of PKC primitives are quite expensive in com-
parison with other cryptographic primitives, such as Symmetric Key Encryption
(SKE). For instance, the most popular algorithm for public key encryption, RSA
[5], is quite inefficient when implemented in sensor nodes. However, there exists
other PKC approaches based on various mathematical problems that can be spe-
cially useful in highly-constrained environments. The first example is the Rabin
signature algorithm [6], proposed by Michael Rabin in 1979. It is very similar to
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RSA, but its main advantage is the speed of its encryption and signature verifica-
tion operations, which are based on a simple squaring operation. A disadvantage
is the signature size, though: a single signature requires 512 bits.

One of the most suitable asymmetric cryptography primitives for WSN, the
Elliptic Curve Cryptography cryptosystem (ECC) [7], was discovered in 1985.
ECC is based on algebraic concepts related with elliptic curves over finite fields
Fp or F2m . The ECC’s security is based in computing the equation ab = c given
a and c, known as the discrete logarithm problem, and the main ECC primitive
operation is the scalar point multiplication. The major benefit of ECC is the size
of its keys (160 bit against 1024 bit in RSA [10]) and its speed while optimized.

The asymmetric algorithm NTRUEncrypt [8], and its associated signature
scheme NtruSign, is based on arithmetic operations in a polynomial ring R =
Z(x)/((xN −1), q). Its security is based on the hardness of resolving the Shortest
Vector Problem (SVP) and the Closest Vector Problem (CVP). NTRUEncrypt
is much faster both for encrypting and for verification operations than RSA,
since it uses simple polynomial multiplications. On the other hand, it also shares
Rabin’s scheme weakness: its signature requires 1169 bits.

The most recent asymmetric approach is the multivariate public-key cryp-
tosystem, also known as MQ-schemes [9]. Its security is centered in resolv-
ing w = V −1(z) = (ω1, ..., ωn) ∈ Kn given a quadratic polynomial map V =
(γ1, ..., γm) : Kn → Km. Its signature operations are extremely fast, but there
is a significative storage cost for restricted environments due to the size of the
keys in RAM. Concretely, it is necessary to book 879 bytes for the private key
and 8680 bytes for the public key.

3.2 HW and SW Prototypes

A summary of the different HW prototypes for PKC in sensor networks can be
seen in table 1. In 2005, Gautbatz et. al. proposed in [13] several PKC hard-
ware implementations of Rabin’s scheme, NtruEncrypt and ECC primitives. All
of theses implementations work with an operational frecuency of 500KHz, and
they were designed having the node’s hardware limitations in mind. Other ECC
prototypes for more powerful nodes were developed by Wolkerstorfer et. al. in
[14] and Kumar and Paar in [15]. Finally, in 2006, Batina et. al. in [16] improved

Table 1. Summary of Hardware prototypes for PKC

ECC NTRU Rabin MQ
Wolkerstorfer Kumar & Paar Gaubatz Batina Gaubatz Gaubatz Yang

Gates 23000 12000 18720 12000 3000 17000 17000
Frequency 68.5MHz 13.5Mhz 500khz 500kHz 500kHz 500kHz 100kHz
Point Mult. 9.98ms 18ms ∼ 400ms 115ms — — —
Encryption — — — — 58ms 2.88ms —
Decryption — — — — 117ms 1.089s —
Signing — — — — 234ms 1.089s 44ms
Verifying — — — — 58ms 2.88ms —
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Table 2. Software implementations of ECC

TinyECC WMECC TinyWMECC

Micaz Telosb Micaz Telosb Micaz Telosb

Test - ROM size 28266 26048 57982 46156 29734 25774
Test - RAM size 2306 2327 1685 1657 1643 1599

ECC init 1.837s - 1.809s 1.744s 1.809s 1.744s
ECDSA init 3.550s 5.225s 0s 0s 0s 0s

Pub. Key Gen. 1.788s - 1.261s 1.425s 1.261s 1.425s
Signature 1.916s 4.361s 1.348s 1.498s 1.348s 1.498s
Verification 2.431s 5.448s 2.017s 2.207 2.019s 2.209s

the previous ECC implementations, and Yang et. al. in [17] proposed an imple-
mentation for Multivariate public key cryptosystem.

Regarding software implementations, as of 2007 the most important ECC
libraries for sensor networks are TinyECC by Liu and Ning [12], and WMECC
by Wang and Li [11]. These libraries work over the micaz and telosb motes in the
“de-facto” standard Operative System for WSN, TinyOS, and their performance
can be seen in table 2. Both libraries have different implementation approaches,
although it is noteworthy that TinyECC has an improved SHA-1 function that
allows it to have a reasonable code size compared with WMECC. Fortunately,
taking advantage of the component capabilities of TinyOS and the optimized
SHA-1 function in TinyECC, it was possible for us to improve the existing
WMECC library by changing its SHA-1 function. This improvement, named
TinyWMECC, completely solves the code size problem, and has been included
recently into the main WMECC code branch.

4 Public Key Infrastructures in Sensor Networks

4.1 Adapting PKI for Sensor Networks

The use of PKC alone is not enough for protecting a WSN: it is necessary
to have a Public Key Infrastructure that can be able to establish a trusted
identity, amongst other things. The major components of a PKI, according to
the PKIX model [2], are the following: the clients, which are the users of a PKI
certificate; the Certification Authority (CA), which establishes identities and
creates digital certificates; the Registration Authority (RA), which is responsible
for the registration and initial authentication of the clients; and the Repository,
which stores the certificates and the Certification Revocation Lists (CRLs). In
order to provide the services of a PKI, such as initialization and certification,
these components and their functionality must be mapped to the entities of a
wireless sensor network.

It is not trivial to apply a PKI to a wireless sensor network, though. The
architecture of these types of networks have several distinctive features regarding
its initialization and maintenance. For example, all nodes have to be configured
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by the base station in a secure environment before their final deployment in the
network. Also, the architecture of the network is highly decentralized, where the
autonomous sensor nodes collaborate towards a common goal, but all the critical
information produced by the network must be sent to the Base Station.

Although a sensor network is highly decentralized by nature, it is easy to
notice that there is a central system, the base station, that takes the role of
initializing the nodes of the network and interacting with the data provided by
all these nodes. Therefore, it is clear that the base station can be considered as
the Certification Authority. It is the base station, then, the entity responsible
for creating the digital certificates that associate the identity of a node with
its public/private key pair. Moreover, the base station can also take the role of
Registration Authority, since it is in charge of assigning the identity of all the
nodes of the network before the deployment of the network. As a side note, the
base station can also create the public/private key pair of a node, as it is not
efficient for a node to create its own key, and the base station is trustworthy.

Although the base station may also act as the Certificate Repository, this is
not practical for sensor networks. Since most sensor nodes need to route their
information through other nodes in order to send information to the base station,
and the costs of doing so are quite high in terms of energy and time, it is
better to adopt a decentralized solution for retrieving the certificates. As a result,
every node will have its own certificate, and will provide it to any neighbor that
requests it. This exchange can be done in the first steps of the lifetime of the
network.

In order to deploy a PKI, it is also obligatory to select an appropriate hier-
archy model. Fortunately, in most cases the architecture of a sensor network is
extremely simple: one base station that serve as an interface to hundreds or thou-
sands of sensor nodes, which only know and can communicate with the nodes
belonging to the same network. Therefore, it is safe to consider that a sensor
network will use a simple hierarchical PKI architecture, with only one root CA.

The basic functionality of a PKI, that is, registration, initialization, key gen-
eration, certification, and certification retrieval, are performed in the following
way: The base station creates the public/private key pair of a sensor node, as-
signs an unique identification to it, and creates the digital certificate that links
that unique identification with its public key. Later, it initializes the contents of
the sensor node (such as configuration data and internal programming), includ-
ing the certificate of the node and the certificate of the root CA (i.e. the base
station itself). Later, when a node retrieves the certificate of one of its neighbors,
it will be able to check its validity using the root CA certificate.

4.2 Other PKI Functions in Sensor Networks

Thanks to the characteristics and peculiarities of the architecture of wireless
sensor networks, it is possible to map the entities required by a PKI in the
elements of a sensor network, providing as a result some of the basic functions
of a PKI. However, there are still other PKI functions whose applicability must
be discussed, such as Key Pair Recovery, Key Update, Cross Certification, and
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Key Revocation. Some of these functions are not required for a sensor network
context, whereas other functions could be important in certain scenarios.

For example, the issues of key archival and key pair recovery are simple to
solve. Since the base station is considered as a fully trusted entity, all keys
pairs can be stored inside it, or in another secure server that interacts with
it for redundancy purposes. On the other hand, the issue of cross certification
is a bit more complicated. For a typical sensor network, with only one base
station that behaves as the root CA, it is not necessary to use cross-certificates.
However, there are some scenarios where more than one base station can be able
to control the network. Moreover, as seen in section 2, there are some hierarchical
infrastructures where a set of “cluster heads” control a cluster of nodes.

The additional base stations can be static, also serving as an interface to the
functionality of the network, or mobile, directly querying the nodes about their
status. Mobile base stations can behave as any other node inside the network,
except that they should have a short-lived certificate signed by the main base
station, with enough privileges to influence over the nodes’ operations. Regarding
static base stations, there are usually only a few of them, thus it can be possible
to simply preload their certificates, signed by the root CA, into all nodes. Finally,
it is not necessary to consider a cluster head as a CA, since it has no need to
either produce or sign any certificate of the other members of its cluster. As
a conclusion, there is no need to use cross-certificates, even in these complex
scenarios.

Regarding Key Revocation and Key Update, there may be some situations in
which it is important to use these services. For example, if one node is subverted
by an adversary but is discovered by the network, the base station may choose
to revoke its certificate. Furthermore, the base station can introduce a new node
into the network with a new certificate that replaces the malicious one. Updating
the certificate of a certain node is an easy task, since the human administrator
of the network has to physically obtain the node for putting inside the new
certificate, alongside with the private key associated with it.

Alerting the nodes about the revocation of the previous certificate is not easy,
though. It is prohibitive for the nodes to retrieve a Certificate Revocation List
from the base station (pull model), since querying the base station is a time-
consuming and energy-consuming process. A better solution would be to use a
online revocation notification mechanism (push model), where the base station
alerts the nodes of the network that a certain certificate has been revoked. Upon
receiving this authenticated message, the nodes of the network can then request
the public key of the node that had its certificate revoked. A malicious node will
not be able to provide a valid certificate, whereas the certificate of a legitimate
node will be accepted.

An aspect related to node revocation, and mentioned in mobile base stations,
is the existence of a validity period inside all certificates. Nevertheless, for short-
lived networks, the context of the application (“deployment”) is more important
than the expiration date. For instance, a short-lived network may measure the
level of ambient noise in a certain area for a week or more (Deployment A),
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but later the same nodes from that network can be reutilized in another area
(Deployment B). It should be then more efficient to identify the deployment
rather than the expiration date, and discard any certificate that belongs to a
previous deployment (e.g. a node belonging to the Deployment B does not accept
any certificate that was created during Deployment A). The root CA, then, has
to assign new certificates to all the nodes before deploying them in a new area.

In long-lived networks, such as a network that monitors the overall condi-
tions of a vineyard for an entire year, this notion of “deployments” may not be
enough, since the nodes will be continuously monitoring an environment for a
long period of time. Nevertheless, the expiration date of the certificates used in
these networks should not allow a situation where the nodes are not able to use
the PKI services. What expiration date should be chosen is unknown at present
due to the lack of long-lived real-world deployments, but it is safe to assume that
there is no danger in configuring the certificates of the network to have no expi-
ration date. If there is no external influence, the network will function properly
all its lifetime. And if there is any malicious influence, such as the destruction
of the base station, the owner of the network can “reboot” the whole network,
reconfiguring it and labelling it as a new “deployment”.

5 Conclusions

From “Public-key cryptography is right out” to “Public-key is no big deal” [18],
it is clear that there is a possibility to incorporate in the near future public key-
based services such as Digital Signatures in wireless sensor networks. Therefore,
as explained in this paper, the inclusion of a Public Key Infrastructure for sensor
networks should be seriously considered. This is an immature area that is full of
interesting research problems, like the coexistence of a PKI with other Public-
key based schemes such as Homomorphic Encryption [19] and Identity-Based
Cryptography [20].
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Abstract. The recent development of location-based services has origi-
nated a set of new security services that address their particular security
problems. Spatial-temporal certification services are among these new
services. They have as main goal the generation of evidences about an
entity’s spatial-temporal information and, in general, their life-cycle sup-
port. Currently there is still a lack of a general framework for spatial-
temporal certification services. In this work it is presented such a
framework and an extension of the X.509 attribute certificate framework
and the SAML standard to represent spatial-temporal certificates.

Keywords: Spatial-temporal certification, X.509 AC, SAML.

1 Introduction

Last decade has witnessed the development and commercial deployment of
location-based services. As some authors have pointed out, security is a major
challenge in location-aware computing [PMP03]. Trust (authenticity and at-
testation) and privacy of location information stand out as main security re-
quirements. Several mechanisms have been proposed to address trust of location
information, mainly location authentication protocols and spatial-temporal at-
testation services, which include spatial-temporal certification services. A brief
survey on mechanisms that address trust of location information can be found
in [GKRR05]. A survey on mechanisms to protect location privacy in pervasive
computing can be found in [GTH05].

This work focuses on spatial-temporal certification services. Although several
authors have proposed spatial-temporal certification models and mechanisms,
there is still a lack of a general framework that defines their goals, model and re-
quirements. This work presents a basic spatial-temporal certification framework
and an extension of the X.509 attribute certificate framework [ITU05] and the
SAML standard [OAS05] to represent spatial-temporal certificates.

Related work. During the last decade some spatial-temporal certification mod-
els and mechanisms have been proposed in [ZKK01, Bus04], but none of them
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addresses the definition of a general spatial-temporal framework, instead they
focus on specific application scenarios. Zugenmaier, Kreutzer and Kabatnik pro-
pose a model and a mechanism to provide location stamps for subscribers of
the GSM mobile network. Bussard defines a type of privacy-enhancing certifi-
cates which he proposes to use, among other applications, in location- and time-
stamping. Furthermore, neither Zugenmaier et al. nor Bussard do specify the
structure of the spatial-temporal certificates using any of the current attribute
certificate standards. Within IETF GEOPRIV WG, a location object format has
been defined for carrying location information on the Internet [IET05]; digital
signatures have been proposed to protect the integrity of this location object but
it is not meant to be a proper certificate. Besides, GEOPRIV, in collaboration
with the Open GIS Consortium [OGC06], is currently working on the definition
of an interoperable geodetic representation worth of taking into account.

Paper outline. Section 2 presents the basic spatial-temporal certification frame-
work and Section 3 the proposed extensions of the X.509 AC framework and the
SAML standard. Section 4 presents the conclusions and future work that have
been identified from this research.

2 Spatial-Temporal Certification Framework

2.1 Goal and General Model

Similar to the definition for non-repudiation services in [ISO97], spatial-temporal
certification services are defined as those services that generate, collect, maintain,
make available and validate evidences concerning the spatial-temporal informa-
tion of an entity. Spatial-temporal certification services must be provided, as
well, within the context of a security policy. Among their applications stand ac-
cess control to services or resources based on the location of the requester entity.
For example, an on-line gambling site may require that, in order to grant access
to the site, their clients must be located within some specific geographic area,
or a shopping centre may desire to grant privileges depending on users’ visiting
history. Another application is found in non-repudiation scenarios, e.g., to pro-
vide non-repudiation and accountability in the tracking of entities and assets,
such as mobile workers, vehicles, ships, hazardous materials or valuable assets.
In addition, spatial-temporal evidences can be used to provide non-repudiation
and accountability in location-based billing, as in automatic toll collection sys-
tems, for highway usage or for entrance in certain areas (high populated urban
areas or preserved environmental zones such as biosphere reserves).

Several entities performing a number of roles may be involved in the provi-
sion of spatial-temporal certification services (see Figure 1). First, the evidence
generation requester (RQ) is who requests the generation of a spatial-temporal
evidence. The spatial-temporal evidence generator (Ge), is in charge of generating
the evidences, and probably also collects, maintains and makes them available.
The evidence receiver (RC) is who obtains the spatial-temporal evidence after it
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(a) Phases: certificate generation; certificate transfer, storage and
retrieval; and certificate verification

(b) Phase: certificate use

Fig. 1. General model of spatial-temporal certification services (dispute resolution
phase is not shown)

has been issued. Evidence receivers should be able of verifying the evidence; the
spatial-temporal evidence verifier (Ve) performs this task.

The entity which the evidences refer to is the subject (S) of the evidence,
that is, the spatial-temporal information asserted in the evidence refer to the
subject. The subject must be, at least, a positionable device; in addition, the
subject of the evidence may also refer to the user controlling the target device.
Subjects should be uniquely identifiable according to some identification scheme.
It is assumed that the spatial-temporal information of the subject is securely
verified or authenticated before the evidence is generated. The verifier of location
(Vloc) performs this verification in collaboration with a positioning infrastructure
(PI); this process is done by executing a location authentication protocol (see a
description and an analysis of this kind of protocols in [GKRR05]). Note that
considering the user controlling the target device as part of the subject would
require to verify also the proximity of this particular user to that target device.
It is assumed that Ge trusts Vloc and PI to obtain authentic spatial-temporal
information about the subjects under certain security model.

The use of the evidence must be done within the context of the policy under
which the evidence has been issued. The evidence user or claimant (CL) is who
makes use of the spatial-temporal evidence to obtain some benefit (e.g., access
to some resource or some tax payment). The relying party (RP) is the entity that
provides some benefit to the claimant based on the evidence and maybe other
auxiliar information. An entity may assume several of the presented roles. Some
of them may be performed by trusted third parties (TTP) or trusted platform
modules (TPM). Other TTPs may also be involved in the service provision.
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Spatial-temporal certification services comprise mostly the same phases as
non-repudiation services do [ISO97] (see Figure 1 for the numbers in brackets):

– Certificate generation. RQ asks Ge to generate a spatial-temporal certificate
on certain subject S (step 1). Ge verifies the request and asks Vloc to locate
subject S at that moment (step 2). Vloc, in collaboration with PI, verifies
or authenticates the location of the subject (step 3) and returns to Ge this
information (step 4). Finally, Ge generates the spatial-temporal certificate.

– Certificate transfer, storage and retrieval. Ge may store the evidence in a
repository or transfer it to the receiver entity RC (steps 5 and 6). RC may
also retrieve the certificate from the repository by himself afterwards.

– Certificate verification. In this phase, RC requests Ve to verify the evidence
(step 7), who may need to retrieve the evidence or some additional informa-
tion (step 8). The result of the verification is returned to RC (step 9).

– Certificate use. The evidence should have been transferred either to CL or
to RP (step 10) and it is used by CL to obtain some benefit from RP (step
11). RP should verify the evidence before deciding to grant any benefit.

– Dispute resolution. If CL and RP do not agree regarding the benefit grant-
ing, both parties may leave the decision to an adjudicator, who will resolve
the dispute taking into account the available evidences and the policies under
which the evidences have been issued. This phase is not always needed.

2.2 Requirements

Establishment of trust on the evidence. Users of the evidence must be able
to establish trust on the information certified in the evidence; therefore:

R1.1. Evidences must bind a subject to certain spatial-temporal information.
R1.2. It must be possible to verify who is the evidence author (data origin

authentication) and that the evidence has not been modified (data integrity).
R1.3. It should be able to determine the source of the spatial-temporal infor-

mation asserted in an evidence and the method used to obtain it.
R1.4. It must be possible to determine the temporal validity of an evidence.
R1.5. It should be able to determine the accuracy of the spatial-temporal in-

formation asserted in the evidence.
R1.6. It may be able to bind a particular subject with several spatial-temporal

information tokens.

Spatial-temporal certification policy. As in non-repudiation services
[ISO97], spatial-temporal certification services must be provided within the con-
text of a particular spatial-temporal certification policy; therefore:

R2.1. It must be possible to determine the security policy under which a spatial-
temporal evidence has been issued.

Protection of spatial-temporal information privacy. Location information
is considered by many legislation corpus as personal data if it can be direct or
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indirectly associated to an identified or identifiable entity [Dir02]. It is usually
required that affected users consent the processing of their personal data after
having been informed of the characteristics of its processing. Spatial-temporal
evidences can be considered personal data as spatial-temporal information is
bound to some particular subject. These requirements have been identified:

R3.1. Users must be able to control the circumstances under which the spatial-
temporal information of their target devices is processed.

R3.2. As a consequence of requirement R3.1, confidentiality of spatial-temporal
information must be guaranteed according to user’s preferences.

R3.3. It should be able to determine which user’s privacy preferences concern
a certain spatial-temporal evidence.

R3.4. Spatial-temporal certificates may support use of privacy-enhancing cer-
tificates (such as the ones proposed in [Bus04]).

R3.5. Users may be able to specify bounds on spatial-temporal resolution to be
used in the spatial-temporal information included in evidences.

Supporting functionalities

R4.1. Support functionalities must be provided to generate, store, retrieve, ver-
ify, show and delete spatial-temporal evidences.

R4.2. Support may be provided to automatize some spatial-temporal processes
such as evidence generation.

R4.3. Support may be provided to automatize the enforcement of users’ privacy
preferences.

2.3 Mechanisms to Provide Spatial-Temporal Certification Services

Digital signatures are one of the most common mechanisms used to generate
digital evidences. In particular they have been standardized as the mechanism
to bind attributes to some entity in the ITU-T X.509 attribute certificate frame-
work [ITU05] and the mechanism to protect the integrity and the issuer authen-
tication of the assertions defined in the OASIS SAML standard [OAS05]. The
verification of certificates based on digital signatures usually consists in verifying
the signature’s correctness and validity. Both X.509 attribute certificates (or its
PKIX profile [IET02]) and SAML attribute assertions can be used as baseline
to define spatial-temporal certificates.

To fulfill requirement blocks 1 and 2, a spatial-temporal certificate generated
with a digital signature mechanism should contain the elements in the first col-
umn of Figure 2. Spatial-temporal attributes should allow the specification of
certain spatial information and its resolution, certain temporal information and
its resolution, the identifier of the spatial-temporal information provider and the
method used to obtain the position and time asserted in the attribute. Instead
of this classical certificate structure, some of the new privacy-enhancing certifi-
cate format recently proposed may be used (e.g., [Bus04]). Privacy-enhancing
certificates address in an elegant way some of the requirements in block 3, but
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other simpler solutions may also be used. For example, privacy can be provided
with access control mechanisms or encryption of spatial-temporal attributes;
these mechanisms can be complemented with the binding of the user’s privacy
preferences to the certificates. To provide support to this and future issues, it
is advisable that spatial-temporal certificates allow arbitrary extensions, signed
and unsigned. Finally, requirement block 4 should be provided by a certificate
management infrastructure as the ones proposed for the X.509 AC framework,
its PKIX profile or for SAML assertions.

3 Extension of X.509 Attribute Certificate Framework
and SAML Standard

In this Section, two basic spatial-temporal certificate structures are defined to
address requirement blocks 1 and 2. The X.509 attribute certificate framework
and the SAML standard are used as base. Most of the elements composing a
(classic) spatial-temporal certificate (as defined in Section 2.3) can find an equiv-
alent element in the X.509 attribute certificate and the SAML attribute assertion
structures. Figure 2 presents these pairs of equivalent elements and points out
which ones have no equivalent (the cells are shown with grey background). To
obtain a complete spatial-temporal certificate structure, X.509 attribute certifi-
cate and SAML assertion have to be extended in order to provide a solution
for the greyed elements. Both certificate structures defined in this work limit
subject’s location representation to geodetic information.

Fig. 2. Correspondence between elements of spatial-temporal certificate and elements
of X.509 attribute certificate and SAML attribute assertion. Greyed elements do not
have equivalent element. Those marked with (1) have an equivalent element but it must
be extended to fulfil spatial-temporal certificate requirements.

Basic X.509-based spatial-temporal certificate. In this case, the time of
generation may be expressed as a timeGeneration extension element defined as
GeneralizedTime. The certificatePolicies field defined in X.509 public-key
certificate framework can be used in this case to specify the spatial-temporal
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certificate policy. X.509 attribute framework defines a general attribute certifi-
cate structure but application specific attributes must be defined as needed. A
spatial-temporal attribute may be defined as shown in Figure 3(a). Note that a
näıve spatial information element has been specified using a latitude-longitude-
altitude tuple expressed in decimal degrees and meters but it should be desirable
to use a generalized spatial representation (such a representation may be found
in the ISO/TC 211 Geographic information/Geomatics standards).

Basic SAML-based spatial-temporal certificate. In this case, the
spatial-temporal policy element may be defined as an XML attribute of a new
SAML assertion (<SpatialTemporalAssertion>). Then, a new SAML
attribute statement (<SpatialTemporalStatement>) is defined to contain the
spatial-temporal attribute. Furthermore, four new SAML attributes are defined
to express the location, the time, the spatial information source (provider and
positioning method) and the temporal information source (see Figure 3(b)). Spa-
tial and temporal elements have been defined using types from the GML 3.1.1
standard [OGC04]. Note that the elements belonging to the name space associ-
ated with the <SpatialTemporalAssertion> element are prefixed with ’sta:’;
types from GML are prefixed with ’gml:’ and types from SAML are prefixed
with ’saml:’. Future extensions of the SAML-based spatial-temporal certificate
may be specified with new attribute statements (this approach may also be used
in the X.509-based structure).

(a) X.509 AC extension (b) SAML extension

Fig. 3. Main extension elements to support basic spatial-temporal certificates

4 Conclusions and Future Work

Frameworks are important instruments for the security research community. A
framework for a security service usually defines its goals, its general provision
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models and the requirements it should fulfill. Security frameworks may also de-
scribe specific mechanisms that allow the service provision. Recent development
of location-based services has originated a set of new security services that ad-
dress specific security problems for this context. Spatial-temporal certification
services stand among these new services. In the last decade several authors have
proposed spatial-temporal certification models and mechanisms [ZKK01, Bus04],
but none of them addresses the definition of a general spatial-temporal frame-
work. This work addresses the definition of such a spatial-temporal certification
framework. A brief discussion on the mechanisms that may be used to pro-
vide spatial-temporal certification services is also presented. Authors do not
have addressed an exhaustive definition of the framework, instead an initial but
grounded baseline is presented in order to be used as discussion starting point.
Furthermore, two specific spatial-temporal certificate formats are also proposed,
based respectively on the X.509 AC framework and the SAML standard.

Lots of open issues remain unaddressed. A more general format of spatial
information, able of representing different geographic places and semantic loca-
tions and taking into account interoperatibility issues, is needed. Both struc-
tures have to be extended to address requirement block 3, including in the
framework privacy-enhancing certificates. Besides, integration with location au-
thentication protocols should be properly analyzed. Finally, implementations of
spatial-temporal certification service demonstrators must be developed. We are
currently working on such an implementation, which will issue, at first, SAML-
based certificates; privacy requirements are being addressed with an access con-
trol system based on generalized role-based access control model [MA01].
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Abstract. Online electronic wallet with decentralized credential keepers is an 
architecture allowing users to leave most of the content of his electronic wallet 
at the security of his residential electronic keeper, while traveling with his 
mobile phone. This paper proposed a new security scheme for mobile payment 
using such architecture. The approach differs from the previous work in that it 
uses identity-based encryption for securing payment between the payer and 
payee, which takes full advantage of public-key cryptography while simplifies 
the authenticity requirements of the public keys. 

Keywords: Identity-based cryptography, electronic wallet. 

1   Introduction  

The global mobile market has increased dramatically in recent years thanks to the 
technology development, network infrastructure availability and good tariff policy. 
According to OECD [14], the ratio of mobile phones per individual is close to one 
hundred percent in many European countries.  

Mobile phones become indispensable devices with many people since they play as 
communication, entertainment and even business-assistant devices. The service 
providers, in the meantime, offer more value added services. For example, GSM 
service providers have launched a pilot program to enable global money transfer 
using mobile phones [7]. The program can even support transactions for people not 
having bank accounts. The near future use of one’s mobile phone as a special wallet 
to pay bills at the restaurant, to buy tickets at the train station, or to do shopping is 
possible. 

In [12], the authors proposed an electronic wallet architecture (e-wallet) using 
mobile phones as payment devices, which enables users using their mobile phones to 
access different kinds of credentials required for specific tasks (payment information, 
authentication information etc). 

Our paper revisits the security issues in [12] by using identity-based encryption for 
securing the wireless transmission between the user’s mobile phone and the merchant. 

The rest of the paper is organized as follow. Section 2 reviews previous works, 
including the proposed architecture for online e-wallet system with decentralized 
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credential keepers. The previous related works about identity-based encryption is also 
presented here. Section 3 is our solution using identity-based encryption for securing 
the mobile payment. Finally, section 4 draws conclusions. 

2   Previous Works 

2.1   Existing Proposals for E-Wallet 

The electronic wallet concept was introduced in Chaum-Pedersen’s work [3] and 
subsequently was revisited in the CAFE project [1], which developed the concept and 
prototype for electronic payments via short-range radio links or over the Internet. 
However, the payment concept in the project did not integrate with mobile 
communication technology. In addition, the project, and other proposals alike, faced 
with a problem of multi-issuers [12] in which, smart cards from different service 
providers are not compatible and their information cannot be shared with one another. 

To ease the burden of bringing multiple smart cards and remembering multiple 
credentials, authors in [12] proposed a model in which all the credentials are kept 
away from the card's owner and can be securely accessed with using his mobile phone 
through GPRS links. 

Credentials
Keeper’s 

Agent
Wallet 

Applications Service

Keeper Assisted General Wallet
 

Fig. 1. The online wallet general architecture [12] 

Fig.1 represents the general architecture for online electronic wallet. In this model, 
the keeper is a place where the owner keeps his electronics credentials. This is 
normally one or more servers with attached card readers and is located in a safe place. 

The assisted general wallet is the personal device (e.g. mobile phone) with internet 
connection (GPRS) plus additional software to enable credential retrieval. When a 
person needs to do a transaction, (e.g. with a merchant, here denoted by “Service”), he 
will contact his keeper via network to obtain his credentials (e.g. credit cards 
information). Having contacted with and authenticated by the keeper, the appropriate 
credentials are securely sent to his mobile phone through internet connection. 

Fig.2 shows an example of a payment system using online wallet derived from 
[12]. In this figure, the buyer is denoted b and is represented by a mobile phone p. His 
counterparts are the merchant m, which he will pay for goods, and the trusted server s, 
which he will contact for his appropriate credentials. The buyer b owns a mobile 
phone p with a private key SKp. He also holds the trusted server’s public key PKs. 
Similarly, the trusted server s has its own private key SKs as well as the mobile’s 
public key PKp. In addition, the trusted server connects to a database of the buyer’s 
credentials. Since the buyer b uses the mobile p to do shopping and payment, we use 
terms mobile phone p and buyer b interchangeably.  
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The working principle in Fig.2 is as follow: 

1. The buyer b, using the mobile phone p, connects to the merchant m via short-range 
radio communication (e.g. Bluetooth) to request shopping payment. 

2. The merchant m, once accepts the shopping request, sends the mobile phone p its 
public key information PKm and a bill. The merchant m also sends the mobile p a 
payment method agreed by both parties as well as its corresponding ID (e.g. 
account number) 

3. The mobile phone p checks items and the paid amount, encrypts the information 
and sends to the trusted server s through a secure channel, using public key 
cryptography. Information sent to the trusted server includes the buyer’s access 
credential, the session number between the buyer and merchant, the amount of paid 
money, the payment method and the appropriate merchant’s ID information. 

4. The trusted server s obtains such information, decrypts it and locates appropriate 
information from its database and plug-in modules, which hold the buyer payment 
credentials (e.g. credit card number).  

5. The trusted server sends the required information to buyer b (e.g. credit card 
number, expiration date etc.) The information sent is encrypted with the buyer’s 
public key PKp. 

6. The buyer decrypts and receives the required information.  
7. The buyer combines such information with the other information from the 

merchant, encrypts using the merchant’s public key PKm and sends to the 
merchant. 

8. The merchant clears the payment by sending the information to his appropriate 
financial service provider. Using the buyer’s ID, the financial service provider 
locates related information of the buyer and informs the merchant if the transaction 
successes. 

Mobile Phone p Merchant m
8

Authentication

1
2
7

Buyer b

Networks

3 6

4 5

Trusted Server
s
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Bank

.

.

.

.

.

Payable
Credentials
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Fig. 2. The transactions of payment system using an online e-wallet 
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There have been several works related to this model. While the work in [6] proposed 
identification protocol, the works in [8] and [16] proposed the software architecture 
for online electronic wallet. 

In this paper, we also refer to this model but approach in a different method. While 
in their original work, the authors exemplified either Bluetooth Security Mode 3 or 
public-key cryptography to secure the link between the mobile device and the service, 
we propose to use identity-based encryption to simplify the secure connection 
between the buyer b (wallet) and the merchant m (service). 

2.2   Identity-Based Encryption  

Identity-based cryptography was first proposed by Shamir [15] and then was made 
complete solutions by Boneh and Franklin [2] and Cock [4]. 

Similar to public-key cryptography, which uses a publicly known key for 
encryption and the other related secret key for decryption, identity-based 
cryptography uses uniquely known identification of an entity as its public key. In this 
model, there is a Private Key Generator (PKG), which plays a role of trust center for 
the users. Instead of signing the certificate for each user's public key, the PKG issues 
a public parameter and broadcasts to all interested parties (i.e. users). Each user, once 
needs to start a communication, derives the encryption key from the identity 
information of its counterpart and the public parameter. The recipient uses his 
appropriate secret key, created by the PKG, to decrypt the encrypted message. 

Since a user’s identity information is implicitly known by all other parties, the use 
of identity-based cryptography eases the burden of public-key authenticity associated 
with public-key cryptography while still takes full advantages of the public-key 
cryptography such as digital signature and non-repudiation. Another advantage of 
identity-based cryptography is that the receiver of an encrypted message does not 
need to have the decryption key in advance. 

Fig.3 represents the identity-based encryption and signature scheme. The figure is 
self-explanatory. 
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Fig. 3. Identity-based encryption and signature schemes 

Since the invention of identity-based cryptography, there have been many related 
works in both theory and application. There are several application products using 
identity-based encryption to date. Voltage Security [17] has developed a solution for 
email security with identity-based encryption. A user’s email is used as the public key 
to encrypt emails destined to him. Since a user's email is unique and publicly known 
(or easily verified), it can be used as the user’s public key without the need of a 
certificate to prove its authority. Another work using identity-based encryption to 
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secure email is by HP Trusted System Laboratory [13]. In this work, the authors 
developed software plug-in to secure email using role-based identity-based 
encryption, which allows a group of users, sharing the same roles, to decrypt and read 
emails. The encryption keys here are the role descriptions. 

In smart card market, Gemplus [5] (now Gemalto) proposed a solution to apply 
identity-based encryption for securing smart card messages. The encryption keys here 
can be the recipient’s name, phone number or email address. Other related works 
involving securing SMS using identity-based encryption are from Hwu ([9], [10]), in 
which, SMS is sent securely to a mobile user using his mobile phone number as the 
encryption key. 

With its certificateless characteristic, identity-based encryption is simple and very 
convenient for the end-users. It is, therefore, a promising technology for security 
applications. 

3   An Identity-Based Encryption for Online E-Wallet System  

In this section, we use identity-based encryption for securing the electronic payment 
between the mobile user b and merchant m as described in the Fig.2. In the original 
paper, the authors claimed to use public-key cryptography for securing transactions. 
Our proposal uses identity-based encryption for simplicity and performance. 
Simplicity results from the use of user’s identity as the encryption key. Better 
performance results from the use of elliptic curve cryptography [11], which is faster 
and more efficient with the same level of security. 

Mobile Phone p Merchant m

Buyer bTrusted server s

1. Identity Exchange

2. M1 = EIDp[L,signm(L)]
where L = {Nm,Amount,[Tx,Smx]}

3. M2 = EK(Kp)||EKp(IDm,Amount,M1)

4. M3 = EKp[EIDm(H,ESKp(hash(H))]
    where H = {Nm,Sbx,C} and
    C = EXb[hash(Nm,Sbx,Smx,Amount)]

5. M4 = EIDm[H,ESKp(hash(H))]
    where H = {Nm,Sbx,C}

$

Bank x

6. Payment cleared with bank by 
sending M5 = (Nm,Sbx,Smx,Amount,C)

 

Fig. 4. Transactions in mobile payment scenario 

Fig.4 represents an online e-wallet scheme using identity-based encryption. In this 
scenario, the payment is made between the buyer b (represented by his mobile phone 
p) and the merchant m, with the assistance of the trusted server s and bank x. 
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The involving parties use their own identification as the public key. The identity 
information of the buyer and the merchant are IDp and IDm respectively, where IDp 
might be the mobile phone number. Their decryption keys are SKp and SKm. The 
trusted server s is built personally by the buyer. It shares a symmetric master key K 
with the user’s mobile phone. 

In order for the buyer and the merchant to use identity-based encryption, they need 
to agree on public parameters. This requirement can be fulfilled by registering to the 
same service provider or the alliance of service providers who can exchange their 
domain public parameters. For the illustration below, we assume they use the same 
public parameter, Params.  

The transactions in Fig.4 are presented as follow: 

1. The buyer b, using his mobile phone p, exchanges the identity information with the 
merchant m. The buyer then has the merchant’s ID, IDm, and vice versa. The ID 
exchange can be verified directly since they meet in person. 

2. The merchant sends a billed list to the buyer including the amount to be paid, 
Amount, the payment method preferred by the buyer, Tx, the merchant’s 
appropriate payment information, Smx (account number), and a random transaction 
number, Nm. The billed list L is in the form L = {Nm,Amount,[Tx,Smx]} 

The merchant signs this information using his secret key, signm(L)=ESKm(hash(L)), 
encrypts the message plus the signature with IDp and sends to the buyer. The 
information sent from the merchant is M1 = EIDp[L,signm(L)] 

3. The buyer might need to check for the integrity of the information from the 
merchant. However, in our proposal, we move that task to the server bearing in 
mind that the mobile phone has limited computing power. The buyer then forms a 
message D = {IDm,Amount,M1}, where Amount is the paid amount added for 
confirmation. The IDm is sent to the server so that the server can check the integrity 
of message from the merchant, and then encrypts the message back for the 
merchant, thus prevent the buyer’s mobile phone from doing another resource-
intensive encryption task. We also assume that the server holds the Params in 
advance, through the buyer’s setting, so that the buyer does not need to send the 
Params every time he contacts the server. 

The buyer also generates a random session key Kp to encrypt the message D and 
uses the shared master key K to encrypt the session key. The buyer then sends both 
the encrypted message and the encrypted session key to the server. Since the 
session key is quite short and changes over time, cryptanalysis is difficult.  

The message M2 = EK(Kp)||EKp(IDm,Amount,M1) is sent to the trusted 
server via communication link. Here the EK() and EKp() are the symmetric 
encryption using K and Kp as the keys, respectively. 

4. Having received M2, the trusted server first decrypts to find the session key, and 
then uses the session key to decrypt the rest of the message. The trusted server also 
checks the message integrity from the merchant by looking at his signature and 
informs the buyer if violation appears. Once all the verifications success, the 
trusted server locates the user payment information from the plug-in modules (e.g. 
card readers) and obtains user account information Sbx for the payment type Tx. Sbx 
is uniquely known to the financial service provider x, which allows x to locate user 
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b in its system (e.g. account number). The trusted server then computes payment 
credential as C = EXb(hash(Nm,Sbx,Smx,Amount)) 

where Xb is the user’s master credential at the service provider x (e.g. credit card 
number) and EXb() plays as the user signature for that payment. This payment 
credential works like a digital cheque where the owner indicates the payer, the 
payee, and the amount to be paid and finally signs the cheque with his signature. 
The trusted server forms the message H = {Nm,Sbx,C} to be delivered to the 
merchant. The trusted server then signs H with SKp, encrypts with IDm and encrypts 
again with the symmetric session key shared with the buyer, and sends the 
information to the buyer’s mobile phone as message M3. In this proposal, we use 
the same session key for both directions. Alternatively, there might be different 
keys for different directions. 

M3 = EKp[EIDm(H,ESKp(hash(H)))] 

5. The mobile phone receives and decrypts M3 using its decryption key Kp, then 
forwards the decrypted message to the merchant as M4. 

M4 = EIDm(H,ESKp(hash(H))) 

6. The merchant receives M4, decrypts it using the merchant decryption key SKm, 
checks for the integrity of the message using IDp, and clears the payment by 
sending M5 = (Nm, Sbx, Smx, Amount, C) to the financial service provider x. The 
service provider will check with the buyer’s bank for money transfer and informs 
the merchant if the transaction is successful. Only when received the payment 
success from the appropriate financial service provider, does the merchant send out 
the purchased products. 

Security and Performance Analysis 
In this model, we propose to use identity-based encryption for securing transactions in 
the link between the merchant and the buyer to simplify the system deployment. The 
link between the buyer and his trusted server is secured using symmetric encryption. 
This link can also use the identity-based encryption. However, we recommend using 
the symmetric encryption for better performance. It is also easy to set up since the 
trusted server is personally built and under control of the user. 

When the merchant and buyer exchange their identity information, the information 
may be exposed to man-in-the-middle attack. The attacker can replace the merchant 
identity information with his and obtains the user payment information subsequently. 
However, this situation is not likely to happen since the contact between the buyer 
and the merchant is in short range and thus, the chance that someone disrupts the 
transaction is small. In addition, to provide better security, the identity information of 
the merchant can be made public to all the buyers (e.g. publicly posted on the cashier 
counter) and the buyer can confirm this information on his mobile screen on received.  

A variation of this payment model is using identity-based encryption for securing 
SMS ([9], [10]). This case is different from the one above in that there is no trusted 
server, the mobile user can retrieve credentials from his financial service providers 
using secure SMS. In this scenario, the mobile user contacts different financial service 
providers for appropriate credentials. However, there is no need to build up and 
maintain a trusted server. 



 Electronic Payment Scheme Using Identity-Based Cryptography 337 

4   Conclusion 

This paper proposed a scheme to secure payment for online electronic wallet by using 
identity-based encryption. The proposal takes full advantages of the decentralized 
credential keeper architecture by solving the multi-issuer problem of hardware 
credentials, while reduce the complexity of such system by using identity-based 
cryptography. In this proposal, we use a mixed scheme with identity-based 
cryptography in one link and symmetric key cryptography in the other link to get the 
optimal performance. 
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Abstract. An undeniable mobile billing system allows a mobile network
service provider to bill its subscribers with trustworthy evidences. Chen,
Jan and Chen proposed such a billing system by introducing a trusted
third party – Observer and exploiting a hash chain mechanism. In their
system, the Observer provides call time evidence to both cellular carriers
and subscribers for billing. In this paper, we first identify some vulner-
abilities in their mobile billing system. Then, we propose an undeniable
billing scheme based on a proper combination of digital signature and
hash chain mechanism. The proposed scheme can achieve authentication,
non-repudiation, and fairness, which are desirable security requirements
for an undeniable mobile billing system.

1 Introduction

In the traditional GSM billing system, both the billing management and the
billing information are processed by the Mobile Network Service Provider
(MNSP) alone. From the subscribers’ point of view, the above method may be
not a good solution. Therefore, Chen et al. [3] proposed a mobile billing scheme
(CJC scheme, for short) to provide undeniable billing evidences for call services
in GSM. They introduced a TTP – Observer and used hash chain to provide
billing information. The Observer is in charge of authentication and evidence
provision.

In this paper, we first identify some vulnerabilities in the CJC system. Then we
propose a new undeniable billing scheme, which is based on a proper combination
of digital signature and a hash chain mechanism. It is very lightweight and
suitable for the GSM mobile phone users.

The rest of the paper is organized as follows. Section 2 briefly introduces
existing mobile billing systems. Section 3 reviews the CJC scheme and analyzes
its security. Section 4 presents the proposed mobile billing systems which is based
on hash chain technique and digital signatures. Section 5 evaluates the proposed
scheme in aspects of security and efficiency. Section 6 draws a conclusion.
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2 Mobile Billing Systems

To provide undeniable evidences for mobile network services, several schemes
were proposed. The undeniable billing system in mobile communication [6] pro-
posed an efficient solution to undeniable billing when a mobile user roams into
foreign networks. This scheme adopted public key cryptographic algorithm to
provide authentication and non-repudiation evidences, which is complicated for
the current GSM mobile terminals. The Secure Billing for Mobile Information
Services [2,4], provided a secure billing scheme for value-added information ser-
vices using micropayment mechanism. It also requires public key operations for
the mobile terminal which is applicable for UMTS mobile users but not the
current GSM mobile users.

The CJC scheme [3] introduced an Observer as the TTP and used hash chain
mechanism to provide billing information. It is a very efficient for mobile users,
since the MSU is not required to perform any asymmetric cryptographic opera-
tion. However, our analysis shows that the CJC mobile billing system has some
vulnerabilities so that it is not applicable in practice.

Our main purpose in this paper is to propose a new mobile billing scheme such
that it is secure and as efficient as the CJC scheme. That is, we do not require the
user’s MSU do any public key operation (so our work is different from [2,4,6]). On
the other hand, as in [6] we also employ the hash chain technique to determine
the duration of a call service.

3 CJC Scheme and Its Vulnerabilities

3.1 Review of the CJC Scheme

The CJC mobile billing system [3] is illustrated in Fig. 1. As shown in Fig. 1, the
Observer acts as the agent of a subscriber’s MSU and shares a hash chain with
it. To generate the bill evidence for a call, the MSU will first be authenticated by
the MNSP and the Observer. Then the MNSP and the Observer sign the start
time and end time of a valid call. Thus, by exploiting the hash chain technique
and digital signature mechanism, both the MNSP and the subscriber cannot
forge or deny the valid billing records. Note that here the Observer acts as a
TTP and is in charge of providing call evidences to both the mobile subscriber
and the MNSP. For more details about the CJC scheme, please refer to [3].

The authors claimed that their system satisfies the requirements of a fair mo-
bile billing system. However, our analysis below will show that the CJC scheme
cannot provide practicability and non-repudiation as supposed.

3.2 Vulnerabilities in the CJC Scheme

In this part, we show some vulnerabilities in the CJC mobile billing scheme
[3]. Some of them are security flaws, and others are about implementation
weaknesses.

First of all, the CJC scheme is not fair for both the MNSP and the mobile
users. We now show two attacks on the fairness of the CJC scheme.
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Fig. 1. The CJC Mobile Billing System

– Attack 1. In the CJC scheme, if the call is set up successfully but termi-
nated abnormally later, then the MNSP cannot get the signature on Tend.
In practice, a call may be terminated abnormally because of power failure,
operation error or the caller’s deliberate cheating (e.g., shutting down the
device or unplugging the battery suddenly).

According to the specification in [3], if such abnormal interruptions in Attack 1
happen, the MNSP and the user’s MSU cannot exchange M2) and X2. However,
without proper X2 the MNSP cannot get SObserver(M2) from the Observer. So,
the MNSP only has SMNSP (M1) but does not have SMNSP (M2). Consequently,
with just one piece of non-repudiation evidence the MNSP cannot charge the
users properly according to the CJC scheme. Moreover, if a called party does
not pick up or deny the caller’s call request, the connection would not be set up.
According to Fig. 1, however, the MNSP and the Observer already calculated and
exchanged SMNSP (M1) and SObserver(M1), although the Alerting, Connection
and Connection ACK messages are not exchanged between the MSU and the
MNSP.

Naturally, a subscriber should pay in the first case but needs not to pay in
the second case. However, the Observer cannot tell which of those two cases
occurred. So the MSU can deny a successful call if an abnormal termination
happens. Thus, the CJC mobile billing system is unfair for the MNSP.

On the other hand, the following Attack 2 shows that the CJC scheme is nor
fair for the mobile users, since the MNSP can maliciously overcharge them.

– Attack 2. At some time Tstart, a mobile user wants to make a call, so
proper messages M1 and X1 are exchanged between the user’s MSU and
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the MNSP. Then, the MNSP gets SObserver(M1) from the Observer but it
tells the user’s MSU that this call cannot be set up due to some reason. In
this scenario, the user may wait and re-call at T ′

start. Now, the MNSP uses
the same transaction number TNO used in M1 to generate M ′

1, i.e., M ′
1 =

(TNO‖SID‖T ′
start). Upon receiving X ′

1 from the user’s MSU, the MNSP
directly makes a connection for this MSU without contacting the Observer.
Once the MSU ends its call, the MNSP can properly get SObserver(M2) from
the Observer, where M2 = (TNO‖SID‖Tend). Therefore, the MNSP can
charge the user on this call over the time interval of Tend−Tstart, instead of
the correct one Tend − T ′

start.

The second problem of the CJC scheme is about synchronization. It employs
the hash chain to realize the mutual authentication between the user’s MSU
and the Observer. However, the authors of do not provide how to maintain
the synchronization of the hash chain between the MSU and the Observer. If a
connection is terminated due to any abnormal reason, the MSU and the Observer
may lose synchronization of the current state of hash value ai, and then it would
be impossible for the Observer to authenticate later valid calls.

4 The Proposed Scheme

In this section, we propose a secure undeniable mobile billing scheme that sat-
isfies the security and practicability requirements described in Section 1. In our
new scheme, the MNSP and the Observer sign the start time of a call. Those
signatures serve the first evidence for the non-repudiation of billing. Then, the
MSU periodically releases chained hash values during the call. Finally, the MNSP
retains the last chained hash value from the MSU as the second non-repudiation
evidences for billing.

In the proposed scheme, we assume that the MSU and the Observer share a
secret key KMO in advance. A keyed hash H(M, KMO) is an ideal “one-time
MAC” [1] known by the MSU and the Observer. A charge unit L is a value
agreed by the MSU and the MNSP. L can also be a variable value set as a
system parameter that can be chosen by the MSU in each call. The proposed
scheme with five steps is illustrated in Fig. 2, and explained in detail below.

– Step 1. The MSU and the MNSP pass the authentication and begin a call
connection. Once the connection is established, the MNSP sends M1 =
(TNO‖SID‖Tstart ‖L‖etc) to the MSU, where L is the pre-defined time
unit and etc contains some related information.

– Step 2. Upon receiving message M1, the MSU checks its validity, such as
the validity of Tstart and L etc. If the check passes, the MSU generates a
random number a and calculates m chained one-way hash values according
to equation (1).

Hi(a) = H(Hi−1(a)), i = 1, 2, ..., m. (1)

Then, the MSU computes a keyed-hash MAC = H(M1, m, Hm(a), KMO)
and sends (M1, m, Hm(a), Observer, MAC) to the MNSP.
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Fig. 2. The Proposed Mobile Billing Scheme

– Step 3. Upon obtaining (M1, m, Hm(a), Observer, MAC) from the MSU, the
MNSP signs (M1, m, Hm(a)) and sends (M1, m, Hm(a), MAC, SMNSP (M1,
m, Hm(a))) to the Observer.

– Step 4. After the Observer receives the message from the MNSP, it verifies
the keyed-hash MAC by checking MAC = H(M1, m, Hm(a), KMO), where
KMO is the shared key between the Observer and the user with identity SID
that is specified in M1. If this is correct, the Observer signs (M1, m, Hm(a))
and sends SObserver(M1, m, Hm(a))) to the MNSP as the evidence of making
a call.

– Step 5. The MSU can continue the call by releasing (i, Hm−i(a)) to the
MNSP at the pre-defined interval L during the service. The MNSP will
check

Hm−(i−1)(a) ?= H(Hm−i(a)), i = 1, 2, ..., m.

If it is true, the MNSP overwrites the former pair (i− 1, Hm−(i−1)(a)) with
(i, Hm−i(a)) in its cache. If it is false, it will send a warning and then cut
off the call connection. The MNSP retains (M1, m, Hm(a), SObserver(M1, m,
Hm(a)) and the last chained hash value (i, Hm−i(a)) as non-repudiation
evidences of a call.

For a given period, the MNSP submits the billing information (including all
non-repudiation evidences of those calls) to the Observer and gets the payment
from a mobile user through the Observer.

If a user has doubts over a bill provided by the MNSP, she can get the
related non-repudiation evidences from the Observer or the MNSP and then
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check if each call is correctly charged. For a call with non-repudiation evidences
(M1, SObserver(M1, m, Hm(a)), m, Hm(a), i, Hm−i(a)), the user re-calculates the
corresponding fee as follows.

– Check the format of M1: whether the SID and L etc are correct.
– Checks SObserver(M1, m, Hm(a)) is a valid signature of the Observer on mes-

sage (M1, m, Hm(a)).
– Validate the hash chained values by checking whether Hm(a)≡Hi(Hm−i(a)).
– If all of above checks pass, compute the corresponding fee according to the

call time (m− i)×L and the charge rate. Otherwise, this call should not be
charged to the user.

5 Analysis of the Proposed Scheme

In this section, we evaluate the proposed scheme in terms of security and ef-
ficiency. The security properties include authentication, non-repudiation, and
fairness as discussed in Section 1.

5.1 Security

Firstly, the authentication between the MSU and the MNSP is completed in the
call setup phase provided by the GSM system itself. The authentication of the
MSU to the Observer is achieved via the keyed hash MAC = H(M1, m, Hm(a),
KMO) by using the shared key KMO, which is known by the user and the
Observer only. Before a call connection is established, the Observer calculates
the value of MAC and checks whether it is the same as that one forwarded by
the MNSP. According to the results of keyed hash authentication given in [1],
only the right MSU with the key KMO can properly calculate the value of MAC.
Therefore, the authentication property is satisfied.

For the non-repudiation property, as described in Section 4, the billing in-
formation collected by the MNSP retains sufficient evidences which make a bill
undeniable and clear. Namely, the MNSP keeps SObserver(M1, m, Hm(a)) and
the last chained hash value (i, Hm−i(a)) as the non-repudiation evidences of a
call. We naturally require the Observer employs an existentially unforgeable sig-
nature scheme, so a valid signature SObserver(M1, m, Hm(a)) must be signed by
the Observer itself. Moreover, we assume that the Observer is a trusted party,
so it issues this signature if and only if it received a message (M1, m, Hm(a)) au-
thenticated by MAC from someone else. However, only the user or the Observer
can generate correct MAC, since a secret key KMO is needed. Once more, due
to the Observer is a trusted party, it is concluded that (M1, m, Hm(a)) must be
approved by the user. Consequently, this implies that the user requested a call
that is indexed by message M1 and hash chain (m, Hm(a)). Therefore, the user
cannot deny the fact that she made a call defined by non-repudiation evidence
(M1, m, Hm(a), SObserver(M1, m, Hm(a)), i, Hm−i(a)).

After receiving SObserver(M1, m, Hm(a)) from the Observer, the MNSP is
ensured that the call request is from a specific MSU, since the Observer is a
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trusted party. During a call session, the MSU has to release a pair (i, Hm−i(a))
to the MNSP in each time interval L, while the MNSP can check the validity of
such a pair timely. The billing information collected by the MNSP is bounded
by the Observer’s signature and a hash value released by the MSU. Neither the
MNSP nor the MSU can forge or deny a bill record. If any dispute happens
later, the user or any third party can check whether a call is correctly charged
according to the procedure specified in Section 4. Both evidences cannot be
forged, so the scheme satisfies the non-repudiation requirement.

Now we discuss the fairness of our mobile billing scheme. Fairness means
that the billing method should provide objective evidences accepted by both
the MNSP and mobile users such that neither the MNSP nor the mobile user
can cheat the other. First, the duration of each call is clearly and objectively
determined by (m − i) × L, if the corresponding non-repudiation evidence is
(M1, SObserver(M1, m, Hm(a)), m, Hm(a), i, Hm−i(a)). Second, the MNSP can-
not forge valid evidences for a call that is not made by the user since the MNSP
cannot forge the Observer’s signature SObserver(M1, m, Hm(a)); the MNSP also
cannot overcharge a call to the user since beside the user nobody cannot release
further pre-images of the hash chain. Finally, a mobile user cannot cheat the
MNSP too. The reason is that to get the MNSP’s service, a user should be first
authenticated by the Observer. Otherwise, the user’s call will not be connected
by the MNSP. So, only legal users can be served by the MNSP via using their
proper keys shared with the Observer. Moreover, during the call session the user
has to periodically release new hash values to continue a call. In particular, note
that the proposed new scheme is immune to the two attacks presented in Section
3.2, since we do not use two signatures to determine the duration of a call at all.

5.2 Efficiency

To design a practical mobile billing system, the limitations of the computation
capability, storage capability and power capability of the mobile terminal should
be considered. Generally, the efficiency of a system is mainly determined by the
computation complexity and communication complexity. So, in Table 1 we make
an efficiency comparison between the CJC scheme and our new solution.

Table 1. Efficiency Comparison

Communication Steps Public Key Operations

CJC Scheme [3] 8 8
Our Scheme 5 4

As shown in Table 1, the new scheme has fewer communication steps than the
CJC scheme. For the public key operations, the CJC scheme requires 4 signa-
ture generation operations and 4 signature validation operations to generate the
undeniable evidences. While in the proposed mobile billing mechanism, only 2
signature generation operations and 2 signature validation operations are needed.
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Thus our newly proposed scheme is more efficient. On the other hand, as same in
the CJC scheme the proposed scheme also does not employ public key algorithm
for the MSU and the certificate revocation issue is also avoided without using
public key certificate for the MSU. Although a hash value needs to be released
periodically in our scheme, the computation and communication overheads are
very lightweight. Moreover, note that the hash chain can be pre-computed be-
fore a call setup to improve the efficiency. Thus the proposed undeniable billing
scheme is more efficient than the CJC scheme and can be integrated into the
current GSM systems.

6 Conclusion

In this paper, we first re-examined the security requirements of a secure and
undeniable mobile billing system for current mobile systems. Then, we analyzed
the CJC mobile billing system [3] and identified some weaknesses in the CJC
mobile billing system. In particular, two attacks were demonstrated to show that
the CJC scheme is not fair for both the mobile user and the service provider. Fi-
nally, we proposed a new scheme by combining digital signature mechanism and
the technique of gradually releasing the chained hash values. The scheme sat-
isfies the authentication, non-repudiation, and fairness requirements of a secure
undeniable mobile billing system. In our scheme, the user’s mobile device just
need to perform hash operation without doing any public key operation during
call procedures. Therefore, the proposed scheme is very efficient and could be
applicable to the current GSM systems.

References

1. Bellare, M., Rogaway, P.: Minimizing the use of random oracles in authenticated
encryption schemes. In: Han, Y., Quing, S. (eds.) ICICS 1997. LNCS, vol. 1334, pp.
1–16. Springer, Heidelberg (1997)

2. Chen, L., Hitz, H.J., Horn, G., Howker, K., Kessler, V., Knudsen, L., Mitchell, C.J.:
The use of trusted third parties and secure billing in umts. In: Proceedings of ACTS
Mobile Telecommunications Summit, pp. 493–499, Granada (1996)

3. Chen, Y.-Y., Jan, J.-K., Chen, C.-L.: A fair and secure mobile billing system. Com-
puter Networks 48(4), 517–524 (2005)

4. Martin, K.M., Preneel, B., Mitchell, C.J., Hitz, H.-J., Horn, G., Poliakova, A.,
Howard, P.: Secure billing for mobile information services in umts. In: Campo-
largo, M., Mullery, A. (eds.) IS&N 1998. LNCS, vol. 1430, pp. 535–548. Springer,
Heidelberg (1998)

5. Shenker, S., Clark, D., Estrin, D., Herzog, S.: Pricing in computer networks: reshap-
ing the research agenda. SIGCOMM Comput. Commun. Rev. 26(2), 19–43 (1996)

6. Zhou, J., Lam, K.-Y.: Undeniable billing in mobile communication. In: MobiCom
‘98: Proceedings of the 4th annual ACM/IEEE international conference on Mobile
computing and networking, New York, USA, 1998, pp. 284–290. ACM Press, New
York (1998)



Universally Composable Signcryption

Kristian Gjøsteen and Lillian Kr̊akmo

Dept. of Mathematical Sciences, NTNU

Abstract. One of the challenges within public-key based cryptosystems
is providing the user with a convenient interface, while retaining security.
In the universal composability framework, we propose an ideal function-
ality for secure messaging, with a user-friendly interface. We also propose
an ideal functionality for signcryption, and we show that, given a public
key infrastructure and a secure signcryption protocol, we can construct a
protocol that securely realizes the secure messaging functionality. More-
over, we show that a signcryption protocol realizes the signcryption func-
tionality if and only if the corresponding signcryption scheme is secure.

Keywords: Secure messaging, universal composability, signcryption.

1 Introduction

Signcryption was first proposed by Zheng [7] as a primitive for achieving both
confidentiality and authenticity of message delivery/storage in a logically single
step, with the aim of reducing the cost compared to the standard “sign-then-
encrypt” method. Regarding security definitions for signcryption schemes, sev-
eral approaches have been taken. An overview of the different models is provided
in [5].

In general, composing several (possibly identical) protocols into a larger pro-
tocol may not preserve security. Universally composable security is a frame-
work proposed by Canetti [3] as a way to define security for protocols such that
security-preserving composition is possible. This allows for a modular design and
analysis of protocols.

For each cryptographic task, an ideal functionality can be defined, which incor-
porates the required properties of a protocol for the task and the allowed actions
of an adversary. A protocol is said to securely realize the ideal functionality if,
loosely speaking, any effect caused by an adversary attacking the protocol can be
obtained by an adversary attacking the ideal functionality. When designing com-
plex protocols, one can allow the involved parties to have secure access to ideal
functionalities. Then, when implementing the protocol, each ideal functionality
is replaced by a protocol securely realizing the functionality. The composition
theorem then guarantees security. We refer to [3] for a complete overview of this
framework.

In Sect. 2 of this paper, we review the properties of a signcryption scheme
and define what it means for a signcryption scheme to be secure. Based on these
security requirements, we construct an ideal functionality for signcryption, which

J. Lopez, P. Samarati, and J.L. Ferrer (Eds.): EuroPKI 2007, LNCS 4582, pp. 346–353, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



Universally Composable Signcryption 347

is defined in Sect. 3. This section also presents a natural ideal functionality for
secure messaging, which is a suitable model for applications such as secure email
and secure instant messaging. Given functionalities for public key infrastructure
and signcryption, we construct a protocol that integrates these services and
securely realizes the secure messaging functionality.

Finally, in Sect. 4 we claim that a signcryption scheme satisfies our secu-
rity definitions if and only if the corresponding protocol securely realizes the
signcryption functionality. We note that our results are only valid in the static
corruption case. This is discussed further in Sect. 5.

Proofs are omitted due to space limitations, but will appear in the full version
of this paper.

2 Signcryption

Our definition of a signcryption scheme is identical to the one given in [5].

Definition 1. A signcryption scheme SC is a 5-tuple of algorithms (C,Ks,Kr,
S,U) with the following properties:

– C is a probabilistic algorithm, taking as input a security parameter τ (encoded
as 1τ ) and returning the global information I needed by users of the scheme.

– Ks is a probabilistic algorithm, taking as input the global information I and
returning a pair (sks, pks) of secret and public keys for the sender.

– Kr is a probabilistic algorithm, taking as input the global information I and
returning a pair (skr, pkr) of secret and public keys for the receiver.

– S, the signcryption algorithm, is probabilistic. Its inputs are a sender’s pri-
vate key sks, a receiver’s public key pkr and a plaintext m, and its output is
a ciphertext c.

– U , the unsigncryption algorithm, is deterministic. Its inputs are a sender’s
public key pks, a receiver’s secret key skr and a ciphertext c. Its output is a
plaintext m or the symbol ⊥, indicating that the signcryption is invalid.

It is required that U(pks, skr,S(sks, pkr, m)) = m for all plaintexts m and all
key pairs (sks, pks) and (skr, pkr) output by Ks and Kr.

Our security model for signcryption schemes is similar to the ADR model pre-
sented in [5]. Since non-repudiation is not always required, we do not consider
it here due to space constraints. Therefore we need only consider unforgeability
between honest users. We need two experiments described in Fig. 1.

The first experiment Expind-cca2
SC,A concerns privacy of messages, and adapts

the notion IND-CCA2 from public-key encryption. In the beginning of the ex-
periment, the adversary A is given two public keys pks and pkr belonging to the
target sender and the target receiver, respectively. A is composed of a find -stage
algorithm A1 and a guess-stage algorithm A2. A1 finds two messages m0 and
m1 of the same length, while A2 is given a challenge ciphertext c and guesses
whether c is a signcryption of m0 or m1.
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Expind-cca2
SC,A (τ)

1. I ← C(τ).
2. (sks, pks) ← Ks(I).
3. (skr, pkr) ← Kr(I).

4. (m0, m1, state) ← A
OS ,OU
1 (pks, pkr).

5. b ← {0, 1}.
6. c ← S(sks, pkr, mb).

7. b′ ← A
OS ,OU
2 (pks, pkr, m0, m1, c, state).

8. If b′ = b then return 1, otherwise return 0.

Expext-cma
SC,A (τ)

1. I ← C(τ).
2. (sks, pks) ← Ks(I).
3. (skr, pkr) ← Kr(I).
4. c ← AOS ,OU (pks, pkr).
5. If U(pks, skr, c) �=⊥ then return

1, otherwise return 0.

Expror-cca2
SC,A (τ)

1. I ← C(τ)
2. (sks, pks) ← Ks(I)
3. (skr, pkr) ← Kr(I)
4. b ← {0, 1}
5. b′ ← AOS ,OU ,Ob

ror (pks, pkr)
6. Return b′.

Fig. 1. Experiments for security definitions

Both A1 and A2 have access to a flexible signcryption oracle OS , which per-
forms signcryption under the fixed key sks and an arbitrary key pkr′

, and a
flexible unsigncryption oracle OU , which performs unsigncryption under an ar-
bitrary key pks′

and the fixed key skr. A2 is not allowed to query OU with the
ciphertext c and the sender key pks.

A is said to win if the experiment returns 1. We define the advantage of A in
breaking SC with respect to IND-CCA2 as

Advind-cca2
SC,A (τ) =

∣∣∣2 · Pr
[
Expind-cca2

SC,A (τ) = 1
]
− 1

∣∣∣.

The scheme SC is said to be secure with respect to IND-CCA2 if the advantage
Advind-cca2

SC,A (τ) is negligible in τ , whenever A’s runtime and number of oracle
queries are polynomially bounded in τ .

The second experiment Expext-cma
SC,A (τ) concerns unforgeability of messages,

and adapts the notion EXT-CMA from digital signatures. This experiment starts
with the adversary A being given the target sender’s public key pks and the
target receiver’s public key pkr. A’s job is to produce a ciphertext c such that c
is a valid ciphertext with respect to the target sender and the target receiver. A
has access to the oracles OS and OU described above. It is required that c was
not output by OS on input of pkr.

A is said to win if the experiment returns 1. We define the success rate of A
in breaking SC with respect to EXT-CMA as

Succext-cma
SC,A (τ) = Pr

[
Expext-cma

SC,A (τ) = 1
]
.

The scheme SC is said to be secure with respect to EXT-CMA if the success
rate Succext-cma

SC,A (τ) is negligible in τ , whenever A’s runtime and number of oracle
queries are polynomially bounded in τ .
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We now present a second notion for privacy of messages, adapting the notion
“real-or-random” for symmetric encryption given in [1]. The idea is that no
adversary should be able to distinguish a signcryption of a known message from
a signcryption of a hidden random string. In the experiment Expror-cca2

SC,A (τ), the
adversary A has access to the oracle Ob

ror (initialized with a hidden bit b) which
takes as input a message m. If b = 0, it outputs a signcryption of a randomly
chosen string of length |m| under sks and pkr. A new random string is chosen
for each query. If b = 1, it outputs a signcryption of m under sks and pkr. A’s
challenge is to guess the hidden bit b. As before, the adversary has access to OS
and OU .

In this experiment we require that A does not query OU with any of the
ciphertexts output by Ob

ror together with pks and pkr.
We define the advantage of A in breaking SC with respect to ROR-CCA2 as

Advror-cca2
SC,A (τ)=

∣∣∣Pr
[
Expror-cca2

SC,A (τ)=1|b = 1
]
− Pr

[
Expror-cca2

SC,A (τ) = 1|b = 0
]∣∣∣.

The scheme SC is said to be secure with respect to ROR-CCA2 if the advantage
Advror-cca2

SC,A (τ) is negligible in τ , whenever A’s runtime and number of oracle
queries are polynomially bounded in τ .

The following theorem is a straight-forward adaption of a theorem in [6].

Theorem 1. A signcryption scheme SC is secure with respect to IND-CCA2 if
and only if it is secure with respect to ROR-CCA2.

3 Secure Messaging in the UC Framework

In this section, we define an ideal functionality FSC for signcryption, based on
the security definitions given in the previous section. With applications such as
email and instant messaging in mind, we also define an ideal functionality FSM

for secure messaging, which arises naturally from the required properties of such
applications. We also show that, given a public key infrastructure and a secure
signcryption protocol, we can construct a protocol πSM that securely realizes FSM

in the (FCA, FSC)-hybrid model, where FCA is an ideal functionality providing
a public key infrastructure.

We point out that in the definitions of the ideal functionalities, we only
consider the case of static corruption. In other words, when executing a pro-
tocol, it is known from the start which parties are corrupted and which are
uncorrupted.

The ideal certification authority functionality FCA is defined in Fig. 2, and is
similar to the one given by Canetti in [2]. Next, in Fig. 3, the ideal signcryption
functionality FSC is defined, and then, in Fig. 4, the ideal secure messaging
functionality FSM is defined. The protocol πSM is described in Fig. 5.

We can prove the following result.
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Functionality FCA

FCA proceeds as follows, with parties P1, . . . , Pn and an ideal adversary S.

CA.Register
Upon receiving the first message (CA.Register, sid, v) from some party Pi, send
(CA.Register, sid, Pi, v) to S. Upon receiving (Ok, sid, Pi) from S, record the pair
(Pi, v), and output (CA.Registered, sid, v) to Pi.

CA.Retrieve
Upon receiving a message (CA.Retrieve, sid, Pi) from party Pj , send
(CA.Retrieve, sid, Pi, Pj) to S, and wait for an (Ok, sid, Pi, Pj) from S. Then, if there is
a recorded pair (Pi, v) output (CA.Retrieved, sid, Pi, v) to Pj . Otherwise output
(CA.Retrieved, sid, Pi, ⊥) to Pj .

Fig. 2. The ideal certification authority functionality FCA

Functionality FSC

FSC proceeds as follows, with parties P1, . . . , Pn and an ideal adversary S.

Upon receiving a message from a corrupted party, FSC forwards the message to S, and
when S replies to this message, FSC forwards the reply to the corrupted party.

SC.KeyGen
Upon receiving the first message (SC.KeyGen, sid) from some party Pi, send
(SC.KeyGen, sid, Pi) to S. Upon receiving (SC.Key, sid, Pi, (pks

i , pkr
i )) from S, output

(SC.Key, sid, (pks
i , pkr

i )) to Pi and record (Pi, (pks
i , pkr

i )).

SC.Encrypt
Upon receiving (SC.Encrypt, sid, pkr, m) from Pi, do:

1. If pkr = pkr
j for some j and Pj is uncorrupted, then send

(SC.Encrypt, sid, pks
i , pkr, |m|) to S. Otherwise send (SC.Encrypt, sid, pks

i , pkr, m)
to S.

2. Upon receiving (SC.Ciphertext, sid, pks
i , pkr, c) from S such that there is no

recorded entry (pks
i , pkr, m′, c) for any m′, output (SC.Ciphertext, sid, pkr, m, c) to

Pi. If pkr = pkr
j for some j and Pj is uncorrupted, then record the entry

(pks
i , pkr, m, c).

SC.Decrypt
Upon receiving (SC.Decrypt, sid, pks, c) from Pj , do:

1. Send (SC.Decrypt, sid, pks, pkr
j , c) to S. Upon receiving

(SC.Plaintext, sid, pks, pkr
j , m′/ ⊥, c) from S, continue.

2. If an entry (pks, pkr
j , m, c) is recorded, then output (SC.Plaintext, sid, pks, m, c) to

Pj .
3. Otherwise, if pks = pks

i for some i and Pi is uncorrupted, then output
(SC.Plaintext, sid, pks, ⊥, c) to Pj .

4. Otherwise, output (SC.Plaintext, sid, pks, m′/ ⊥, c) to Pj .

Fig. 3. The ideal signcryption functionality FSC
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Functionality FSM

FSM proceeds as follows, with parties P1, . . . , Pn and an ideal adversary S.

Upon receiving a message from a corrupted party, FSM forwards the message to S, and
when S replies to this message, FSM forwards the reply to the corrupted party.

SM.Register
Upon receiving the first message (SM.Register, sid) from some party Pi, send
(SM.Register, sid, Pi) to S. Upon receiving (Ok, sid, Pi) from S, output
(SM.Registered, sid) to Pi and record Pi.

SM.Encrypt
Upon receiving (SM.Encrypt, sid, Pj , m) from some party Pi, do:

1. If there is a recorded entry Pi, then continue. Otherwise, output
(SM.Encrypt.Error, sid, Pi not registered) to Pi.

2. If Pj is uncorrupted, then send (SM.Encrypt, sid, Pi, Pj , |m|) to S. Otherwise, send
(SM.Encrypt, sid, Pi, Pj , m) to S.

3. Upon receiving (SM.Ciphertext, sid, Pi, Pj , c) from S such that there is no recorded
entry (Pi, Pj , m′, c) for any m′, check if there is a recorded entry Pj . If there is, then
continue. Otherwise, output (SM.Encrypt.Error, sid, Pj not registered) to Pi.

4. Output (SM.Ciphertext, sid, Pj , m, c) to Pi. If Pj is uncorrupted, then record the
entry (Pi, Pj , m, c).

SM.Decrypt
Upon receiving (SM.Decrypt, sid, Pi, c) from some party Pj , do:

1. If there is a recorded entry Pj , then continue. Otherwise, output
(SM.Decrypt.Error, sid, Pj not registered) to Pj .

2. Send (SM.Decrypt, sid, Pi, Pj , c) to S.
3. Upon receiving (SM.Plaintext, sid, Pi, Pj , m′/ ⊥, c) from S, check if there is a

recorded entry Pi. If there is, then continue. Otherwise, output
(SM.Decrypt.Error, sid, Pi not registered) to Pj .

4. If an entry (Pi, Pj , m, c) is recorded, then output (SM.Plaintext, sid, Pi, m, c) to Pj .
5. Otherwise, if Pi is uncorrupted, then output (SM.Plaintext, sid, Pi, ⊥, c) to Pj .
6. Otherwise, output (SM.Plaintext, sid, Pi, m′/ ⊥, c) to Pj .

Fig. 4. The ideal secure messaging functionality FSM

Theorem 2. The protocol πSM securely realizes FSM in the (FCA,FSC)-hybrid
model.

4 Securely Realizing FSC

The protocol πSC given in Fig. 6 is constructed in a natural way from the sign-
cryption scheme SC. We can prove the following result.

Theorem 3. Let SC be a signcryption scheme. πSC securely realizes FSC if and
only if SC is secure with respect to both IND-CCA2 and EXT-CMA.



352 K. Gjøsteen and L. Kr̊akmo

Protocol πSM

πSM proceeds as follows, with parties P1, . . . , Pn and an adversary A.

SM.Register

1. Upon the first input (SM.Register, sid), Pi sends (SC.KeyGen, sid) to FSC.
2. Upon receiving (SC.Key, sid, (pks

i , pkr
i )) from FSC, Pi sends

(CA.Register, sid, (pks
i , pkr

i )) to FCA.
3. Upon receiving (CA.Registered, sid, (pks

i , pkr
i )) from FCA, Pi outputs

(SM.Registered, sid).

SM.Encrypt

1. Upon input (SM.Encrypt, sid, Pj , m), Pi checks if he has received
(CA.Registered, sid, (pks

i , pkr
i )). If he has, then he sends (CA.Retrieve, sid, Pj) to

FCA. Otherwise, he outputs (SM.Encrypt.Error, sid, Pi not registered).
2. If Pi receives (CA.Retrieved, sid, Pj , (pks

j , pkr
j )) from FCA, then Pi sends

(SC.Encrypt, sid, pkr
j , m) to FSC. Otherwise, if Pi receives

(CA.Retrieved, sid, Pj , ⊥) from FCA, then Pi outputs
(SM.Encrypt.Error, sid, Pj not registered).

3. Upon receiving (SC.Ciphertext, sid, pkr
j , m, c) from FSC, Pi outputs

(SM.Ciphertext, sid, Pj , m, c).

SM.Decrypt

1. Upon input (SM.Decrypt, sid, Pi, c), Pj checks whether he has received
(CA.Registered, sid, (pks

j , pkr
j )). If he has, then he sends (CA.Retrieve, sid, Pi) to

FCA. Otherwise, he outputs (SM.Decrypt.Error, sid, Pj not registered).

2. If Pj receives (CA.Retrieved, sid, Pi, (pks
i , pkr

i )) from FCA, then Pj sends
(SC.Decrypt, sid, pks

i , c) to FSC. Otherwise, if Pj receives
(CA.Retrieved, sid, Pi, ⊥) from FCA, then Pj outputs
(SM.Decrypt.Error, sid, Pi not registered).

3. Upon receiving (SC.Plaintext, sid, pks
i , pkr

j , m/ ⊥, c) from FSC, Pj outputs
(SM.Plaintext, sid, Pi, m/ ⊥, c).

Fig. 5. The secure messaging protocol πSM

5 Concluding Remarks

We have proposed ideal functionalities for signcryption and secure messaging,
and described a protocol πSM that securely realizes FSM in the (FCA, FSC)-
hybrid model. In addition, we have proved that a signcryption protocol securely
realizes FSC if and only if the corresponding signcryption scheme is secure with
respect to IND-CCA2 and EXT-CMA. This provides some evidence that IND-
CCA2 and EXT-CMA are the correct security notions for signcryption.

We have proved our results only with static corruption, since it seems impos-
sible to do better. However, it is conceivable that some kind of non-committing
encryption can be used to get security against adaptive adversaries. Since FSC
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Protocol πSC

πSC proceeds as follows, with parties P1, . . . , Pn and an adversary A.

SC.KeyGen
Upon the first input (SC.KeyGen, sid), Pi runs the algorithms Ks and Kr. He obtains a
sender’s key pair (sks

i , pks
i ) and a receiver’s key pair (skr

i , pkr
i ), and outputs

(SC.Key, sid, (pks
i , pkr

i )).

SC.Encrypt
Upon input (SC.Encrypt, sid, pkr, m), Pi obtains c = S(sks

i , pkr, m) and outputs
(SC.Ciphertext, sid, pkr, m, c).

SC.Decrypt
Upon input (SC.Decrypt, sid, pks, c), Pi obtains m/ ⊥= U(pks, skr

i , c) and outputs
(SC.Plaintext, sid, pks, m/ ⊥, c).

Fig. 6. The signcryption protocol πSC

can be securely realized using ideal functionalities for public-key encryption and
digital signatures, it may be possible to replace the encryption functionality
(providing security against static corruption) with an ideal functionality for non-
committing encryption (providing security against adaptive corruption) [4], and
get F ′

SC with security against adaptive corruption.
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Abstract. Our goal in this paper is to provide authentication, encryp-
tion and non-repudiation services for nodes within Peer-to-Peer net-
works, in an efficient and scalable way. To accomplish this, we propose
a distributed Public Key Infrastructure model, suitable for Peer-to-Peer
networks and more particularly for the Chord protocol. Our solution in-
tegrates the PKI infrastructure within the Chord architecture. We use
well known cryptographic techniques as building blocks, such as thresh-
old cryptography and proactive updating.

1 Introduction

Peer to peer (P2P) networks have received considerable attention in the last
few years. In particular, one class of P2P networks, namely structured overlays
[1,2,3] seems a very attractive choice for building large scale systems. Almost all
structured overlay networks utilize a Distributed Hash Table (DHT) abstraction.
The DHT uses a consistent hash function (e.g. a cryptographic hash function
such as SHA-1) in order to assign identifiers to nodes and keys1. Moreover, the
DHT allows the lookup operations (get and put) to be performed with loga-
rithmic cost in terms of communication messages. DHTs offer a desirable set of
properties for distributed applications such as load balancing, decentralization
and scalability.

Until recently, the main focus of research for DHTs was targeted to the per-
formance of the lookup protocols, the topology of the overlay, load balancing and
search issues (such as range queries, multi-attribute and aggregation queries) [4].
Recently, research for DHTs has also focused on security issues, e.g. [5,6,7].

Towards this direction, we propose the Chord-PKI, a distributed Public Key
Infrastructure (PKI) embedded into the Chord [1] overlay network. Our system
provides certification to the Chord nodes through a synergetic protocol that en-
ables the collaboration of the nodes themselves, without the need for an external

� Research funded by the General Secretariat for Research and Technology (GSRT)
of Greece under a PENED grant.

1 These keys correspond to indices to objects such as files and are not keys in the
cryptographic sense.
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PKI. Chord-PKI provides authentication, encryption and non-repudiation ser-
vices for the nodes, in an efficient and scalable way. The system uses well known
cryptographic techniques as building blocks, such as threshold cryptography [8]
and proactive updating [9] and guaranties certain resistance to distributed at-
tacks through redundancy. The rest of the paper is organized as follows. Section
2 presents Chord-PKI as well as its basic functions. Section 3 discusses perfor-
mance and security issues, while section 4 concludes this paper.

2 The Chord-PKI

Our goal is to build a distributed PKI for the Chord structured overlay network.
The use of an external PKI in a P2P environment (such as an external Certifica-
tion Authority) is not an efficient solution, due to the high communication and
management costs involved [10]. Moreover, the use of a traditional PKI would
impose additional dependencies with external Trusted Third Parties, which in
not always acceptable for decentralized and large-scale applications. Generally, a
PKI solution for P2P networks, should achieve the following basic requirements:

– Scalability. Distributed Hash Tables are designed to support very large num-
ber of participants (internet scale). Moreover, a basic characteristic of P2Ps
is high churn rates (frequent joins and leaves). A scalable PKI model for
P2P network must not be affected by these characteristics.

– Efficiency. The certification, revocation, certificate storage and certificate
retrieval must not impose heavy computation and communication burden
into peer nodes. Traditional PKI models usually imply high computation
and communication needs.

– Resiliency to compromised nodes. The trust infrastructure must be resilient
to attacks. For example, a hierarchical PKI suffers from a single point of
failure (the Root CA).

2.1 A High-Level Description of Chord-PKI

A basic solution for a Chord-based PKI is to empower some peer nodes with cer-
tification functionality. However, in this case, each of these certification nodes
would be a single point of failure. An enhanced solution would be to partition
the overlay network into a number of areas, so that each certification node would
serve a single area. In that case, if a certification node were compromised, only
one area would be affected. However, the adversary would only have to compro-
mise one certification node in each partition.

Our model is resilient in such attacks, by employing threshold cryptography
and it minimizes the burden of public key cryptography, by distributing the cryp-
tographic functionality within the peers. Our solution also minimizes the storage
and retrieval requirements for the public keys, by exploiting the distributed stor-
age and retrieval functionality of the Chord protocol. The certificate directory is
evenly distributed among the system nodes as a Chord put operation, thus bal-
ancing the storage cost. Moreover, the lookup of a certificate also exploits Chord
functionality and it is implemented through a simple Chord get operation.
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2.2 Setup

Before the operation of the Chord-PKI a setup period is executed, during which
the initial nodes partition the network into virtual segments, and generate and
certify a public/secret key pair for each segment. We assume that during setup,
the initial nodes are trusted. We also assume that after the setup period, the
public segment keys will be known to any incoming node joining the network.

During the setup, the initial nodes partition the Chord identifier (id) space
into s segments, as shown in figure 1. Thus, if the id space of a Chord overlay
network is [0, 2m−1], the id space of each segment is 2m/s. The segments have a
continuous identifier space, i.e. SEGi = [(i−1)·(2m/s), i ·(2m/s)−1], i ∈ [1, s].
The value s is a system parameter. After the partitioning, in each segment SEGi

there exist (at least) ni nodes. These nodes are called the certification nodes.
Each segment SEGi, i ∈ [1, s] must be assigned with a unique public/secret key
pair PKi, SKi of a public key cryptosystem (such as RSA, ElGamal or DSA).
The secret key of each segment will be used for the certification of all the nodes
that will later join the network inside the segment, as described in section 2.3.
The segment public keys will be used for the verification of the nodes’ certificates.

The secret key SKi is generated by one or more of the ni certification nodes,
is shared among the ni nodes within the segment and then it is deleted. The key
sharing method should not enable any single node to use the secret key SKi.
Moreover, since the certification service must constantly be available, it must be
possible to make use of the key SKi with the participation of only a subgroup of
the certification nodes. For these reasons, the key SKi is shared with a (ti, ni)
threshold signature scheme [8]. In this way, any subset of ti out of the ni key
holders is able to generate a signature with the key SKi.

In order to protect shares of each segment secret key, the certification nodes
proactively update their key shares [9]. With proactive update each key share is
periodically updated, while the secret key itself does not change. This is achieved
by adding a sharing of zero with their previous shares. In this way, an active
adversary that compromises key shares must succeed in compromising at least
ti shares within an update period. Otherwise, shares of different update periods
cannot be combined to produce SKi.

The public key of each segment must be universally known to all the nodes
within the Chord network. This can be implemented by embedding the public
segment keys into the latest release of the software installed by a node in order
to join the network, as it happens in many web browsers which are pre-installed
with the certificates of trusted Certification Authorities. Each key PKi is self-
certified and the certificate2 CERTi = SIGSKi(i, PKi) is then pre-installed into
the nodes, when they install the latest release of the software. Additionally, each
segment certificate CERTi is stored at the node that corresponds to the Chord
identifier SHA(CERTi), where SHA is the secure hashing algorithm used by
the Chord implementation for node and chord-key assignment [1].
2 The certificates (segment or node certificates) may be formatted following the ITU-
T X.509 standard, also containing other attributes such as certification time, issuer
certificate etc. For simplicity we omit these values.
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Fig. 1. Partitioning, storage and retrieval in Chord-PKI

2.3 Node Certification

Suppose that an incoming node j with a Chord id IDj ∈ SEGi requests a
certificate. The node generates a pair of public/secret keys (pkj , skj) and sends
its public key to one of the certification nodes of the segment SEGi it belongs,
along with a certification request and a proof of knowledge of the corresponding
secret key skj (e.g. under the PKCS 10 certificate request format).

If the certification node that receives the request trusts the requesting node
(based on criteria discussed in section 2.7), then it can act as a combiner of
a threshold signature and generate a certificate for the incoming node. The
combiner generates a partial signature3 SIGSK1

i
(IDj , pkj). Additionally, the

combiner requests partial signatures from ti − 1 other certification nodes of the
key SKi. After the combiner has received the partial signatures SIGSK2

i
(IDj ,

pkj), ..., SIG
SK

ti
i

(IDj , pkj), the combiner is able to produce a valid certificate
for the node j. By combining the ti partial signatures, the combiner generates
a valid certificate certj = SIGSKi(IDj , pkj) for the node j. At the end of this
process the combiner verifies the signature of the certificate and if it is not valid,
it repeats the procedure with another subset of certification nodes.

2.4 Certificate Revocation

If a node is accused for misbehavior from a number of certified nodes (based on
criteria discussed in section 2.7), then its certificate is revoked by the certification
nodes of its segment. Again, any subset of at least ti certification nodes will
sign a revocation message revj = SIGSKi(certj , time) of the public key of the

3 For simplicity and without loss of generality, we assume that the contacted certifi-
cation node has the share SK1

i of the key SKi, although it can be any certification
node with a valid share of the key SKk

i , 1 ≤ k ≤ ni
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misbehaving node, where time is the time of the revocation. The revocation
message must then be stored in a certificate revocation list (CRL).

2.5 Certificate and CRL Storage

The certificate and the CRL storage is distributed among all the chord nodes,
as shown in figure 1. Each node has a local certificate and CRL store and and is
responsible to retain a number of certificates of other nodes in its local stores.
After the generation of a valid certificate certj of a node j, the certificate is
stored in the local certificate store of the node x that corresponds to the Chord
identifier SHA(certj). Thus, any node that requires to verify a claimed certificate
of another node, knows where the received certificate should be stored. The same
strategy was followed for the storage of the segment certificates.

If a certj of a node j has been revoked, the revocation message revj is also
stored in the local CRL of the node x that corresponds to the Chord identifier,
SHA(certj)→ x. Thus, any node that requires to verify a certificate certj will
check the local certificate and CRL store of the node x. For redundancy, the
certificate certj , can also be stored in the following r nodes that succeed node x
in the Chord identifier space.

2.6 Certificate and CRL Lookup

As explained above, a certificate and a CRL retrieval, is the same as a Chord
lookup. Any node of the network, regardless of the segment it belongs, is able to
lookup for a certificate (and for a possible revocation message of the certificate),
by applying the SHA hash function to the certificate certj . Then, it will query
the certificate and CRL store of the node x that corresponds to the Chord
identifier SHA(certj) for the particular certificate.

2.7 Trust and Reputation Models

An important issue that needs to be addressed is under what conditions a new node
becomes trusted to acquire a certificate and under what conditions a certificate is
revoked. The certification policy can be based on trust and reputation strategies
similar to [11,12] where nodes are separated into two distinct sets, the trusted and
the untrusted. In this case, initially the trusted nodes are only the original nodes
of the setup phase, which share the secret key of each segment. When a new node
enters the system for the first time it becomes a member of the untrusted set. In
order to be promoted to the trusted set, the new node must behave correctly (fol-
low the application protocol) for a certain period and then it reaches the desired
reputation level to become a member of the trusted set. Communication protocols
between trusted and untrusted nodes are defined in [11,12] as well a promotion-
demotion protocol for moving nodes between thetwo sets.

The revocation policy, can rely on various ”trust & reputation” models, such
as [13,14,15]. In these models, each node maintains a list of trust values for every
other node it knows. The list of trust values is used for making the decisions
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that would lead to distrust, some node and thus revoke its certificate. Note that
although in our system the ordinary nodes cannot revoke a certificate of another
node, they can sign “distrust” messages for misbehaving nodes.

3 Analysis of the Chord-PKI

3.1 Performance Issues

Due to the additional exchanged messages and the cryptographic computations,
Chord-PKI decreases the performance of the ordinary Chord protocol. However,
Chord-PKI maximizes the functionality of the Chord protocol itself and in this
way it minimizes the additional costs. Since Chord-PKI integrates the function-
ality of the certification, revocation, storage and retrieval, no communication is
required with an external PKI service. This minimizes the required communica-
tion messages as well as additional delays imposed by the communication with
external parties.

The computational cost for a certification or revocation, is proportional to
the threshold ti of a Chord segment. Note that this threshold may vary within
different segments. Thus, it is possible to achieve an acceptable balance for each
segment, according to the security requirements of each segment. Moreover, it
is possible to modify the threshold set in one or more segments from (t, n) to
(t′, n′) [16] and in this way achieve the required balance between efficiency and
security. The computational cost for certificate verification requires at maximum
two signature verifications, one for the certificate itself and one for the segment
certificate. The model is almost flat, and there are no long chains of certificates.

The communication overhead for certificate and CRL retrieval is simply an
ordinary Chord lookup. This is a basic advantage of the proposed system, since it
uses the most important functionality of the Chord protocol, the Chord lookup
function, which can performs a lookup with a logarithmic cost. Finally, the
Chord-PKI performs very well in respect to the storage costs. The certificate
and the CRL storage is distributed almost evenly among the nodes. The storage
of a certificate certj (or of its revocation message revj) is performed by using
the consistent hash function of Chord, as ordinary Chord objects, to the node x
indicated by the value SHA(certj). Thus each node will maintain, as a separate
Chord table, its local certificate store containing a limited number of certificates
and the local CRL corresponding to the stored certificates.

3.2 Security Analysis

By dividing the Chord network into a number of segments and by using a differ-
ent certification key in each segment, the system is protected from single point
of failure attacks. Since there is no root CA in our system, it is not possible for
an adversary to affect the whole system by compromising one signature key.

Additionally, the secret signature key SKi of each segment i is shared among
ni certification nodes with a threshold sharing. In this way, it is not possible for an
adversary to forge a node certificate, even if he compromises up to ti − 1
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certification nodes of a segment. Moreover, by periodically updating proactively
the key shares, the adversary cannot combine key shares that he has collected in
different update periods. This makes even harder to forge a certificate, since a suc-
cessful attack would require compromising ti nodes within a single update period.

In order to protect the integrity of the distributed certificate and CRL stores,
only the certification nodes have the ability to store valid signed certificates
or revocations to the local stores of the network nodes. Additionally, the local
certificate and CRL storage can be configured as an append-only area, so that
it will not be trivial for a malicious node to delete the local certificate stores of
other nodes, but only to append a new certificate or a new revocation message.

Finally, the availability of the system is achieved by using redundancy in the
certificate and CRL stores. Since a certificate is also stored in the r successor nodes
of the node indicated by the first storage node, with high probability the certificate
of a node will be available for the other nodes. This redundancy however requires
a synchronization method during the storage for consistency reasons.

4 Conclusions and Future Work

In this paper we propose Chord-PKI, a decentralized PKI that exploits the
characteristics of the Chord protocol in order to meet the requirements of P2P
networks, namely scalability, efficiency and resilience to compromised nodes.
Our system provides certification to the Chord nodes through a synergetic pro-
tocol that enables the collaboration of the nodes themselves, without the need
for an external PKI. By relying on cryptographic techniques such as threshold
cryptography our system can tolerate a number of malicious nodes within each
segment. Moreover, by segmenting the network, a possible damage will be re-
strained within one segment. By exploiting the natural load balance property of
the consistent hash function (SHA) of Chord the certificates and CRL storage
is evenly distributed among the system nodes. The lookup for a certificate (or
CRL) is accomplished in logN steps, where N is the number of nodes in Chord-
PKI. An important issue that needs to be addressed is fine-tuning trust and
revocation models. Currently, we are investigating reputation models for P2P
systems [13,14,15]. Unfortunately, many of these proposals have open scalabil-
ity issues when the number of nodes increases. Thus, our future work involves
the creation of a model that specifically meets the scalability requirements and
exploits the advantages of Chord-PKI.
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Abstract. Location-Based Services (LBS) can be accessed from a vari-
ety of mobile devices to obtain value added information related to the
location of the user. Most of the times, these services are provided by
a trusted company (e.g. a telecommunications company). However, the
massive use of mobile devices pave the way for the creation of ad hoc
wireless networks that can be used to exchange information based on
locations. In the latter case, these LBS could be provided by an un-
trusted party. Sending the location to an untrusted LBS provider could
put the privacy of the user in jeopardy. In this paper we propose a novel
technique to guarantee the privacy of users of LBS. Our technique con-
sists of several modules, but the highest degree of security is achieved
thanks to the use of a public-key privacy homomorphism. Unlike the ex-
isting approaches, our proposal does not need any trusted third party to
anonymise the users and only makes use of a public-key infrastructure.

Keywords: location privacy, public-key privacy homomorphism.

1 Introduction

Location-Based Services (LBS) allow users to receive highly personalised infor-
mation. These services can be accessed by using a variety of mobile devices that
can utilise a plethora of localisation technologies. Mobile devices have become
ubiquitous and services related to the current position of the users are growing
fast. Some examples of these LBS are tourist information service, router plan-
ners, emergency assistance, etc. For a given user of LBS, sending her location
could put her privacy in jeopardy.

An LBS basically consists of an LBS provider delivering location-based in-
formation and a set of users asking for this information. Mobile devices have a
variety of ways for determining their approximate location. Thus, we assume in
this paper that the utilised devices have this capability (i.e. they can determine
their longitude and latitude).

In this scenario, a user u asks the LBS provider P for some information, send-
ing the message {IDu, query, long, lat}. Upon this request, P seeks the desired
information in its database and returns an appropriate answer to u. Note that,
if u sends her exact location to an untrusted LBS provider Pu, it can misbehave

J. Lopez, P. Samarati, and J.L. Ferrer (Eds.): EuroPKI 2007, LNCS 4582, pp. 362–368, 2007.
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because it can relate the real location ‘long, lat’ with the unique identifier of
u, IDu, for instance: (i) Pu is able to know if u is in front of certain shops or
places, so it can flood her with undesired advertisements; (ii) Pu can track u so
it knows where she has been and when; (iii) Pu can send the identifier of u along
with her location to a spammer, and the later can send undesired location-based
advertisements to the user.

In order to avert these possible misbehaviour of the LBS provider, two main
solutions are possible:

– Hiding the position within other users. By using this technique inspired in the
well-known k-anonymity approach [1,8], P is not able to distinguish u among
a set of k users because they share the same fake location. This indistinguisha-
bility makes difficult the tracking and habits inference of the user.

– Giving an inaccurate position to the LBS provider. The position should be ac-
curate enough so the information received by u is still useful. However, since
the locations collected by P are not exact, they become useless to a spammer1.

To the best of our knowledge, all previous proposals related to privacy in LBS
rely on a trusted third party (TTP). One of them is the so-called anonymizer, a
TTP used for anonymising locations by means of a mediation between users and
LBS providers. The anonymizer can behave (i) by deleting personal information
from the queries of the users before sending them to the LBS providers, or (ii)
by hiding the exact position of the user (i.e. modifying it).

In the second case, the anonymizer hides the real location of the user under a
cloaked region (i.e. a spatial region containing k users) so that each user becomes
k-anonymous (i.e. not distinguishable among k−1 other users). According to [4],
the cloaked region must fulfil the requirements of k-anonymity, but must also
consider a spatial cloaking. In that sense, the cloaking algorithm considers a
minimum and maximum area sizes and the anonymizer uses the requests from
other users (and the location data contained in them) to compute a masked
location, taking into account the value of k and the area requirements. The
masked location can be computed as the centroid of the current locations of the
users in the cloaked area.

In [2], an efficient algorithm for cloaking is presented. Similar approaches are
also presented in [3] and [6].

1.1 Contribution and Plan of This Paper

In this paper we present a novel location privacy technique based on a Public-
Key Infrastructure (PKI) and a public-key privacy homomorphism. Unlike the
existing proposals, our technique does not rely on the LBS server acting as a
TTP but on the collaboration of the users and an LBS server certified by a
certification authority.
1 Note that, although this seems to be a strong assumption, it is reasonable to believe
that the user, who really knows her location, could make a proper use of the infor-
mation given by the provider. On the contrary, the provider has access to the fake
location only.
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Algorithm 1. Our basic protocol scheme
ua Finds k − 1 companions under some area constraints.1

For each companion ui2

ua Requests the location information to ui.3

ui Sends the information to ua.4

ua Computes the centroid Ū .5

ua Sends the masked location Ū to the LBS provider and to her companions.6

The rest of the paper is organised as follows. Section 2 describes the simplest
variant of our proposal. Section 3 presents an evolution of the simplest version
based on a public-key privacy homomorphism and briefly elaborates on its security
properties. Finally, Section 4 concludes the paper and points out some future work.

2 TTP-Free Location Privacy

In this section we present the basis of our proposal for providing LBS users with
location privacy without using a TTP to anonymise them. The main actors of the
model are: (i) An untrusted LBS provider Pu whose main task is to give informa-
tion to users (since it is untrusted, users do not want to share their real location
with it); (ii) An LBS user who wants to be anonymised ua (she has to collaborate
with other users in order to get her location anonymised); (iii) A set of k users
U = {u1, u2, . . . , uk} consisting of ua and k − 1 companions2. We assume that a
given LBS user is able to obtain her location and to find k − 1 companions in her
cover range3. For the sake of brevity we will not discuss this issue in this paper.

Our proposal is based on the computation of a centroid among ua and her
k−1 companions so that (i) the position given to the LBS provider is inaccurate
but useful enough and (ii) the k users may use the same centroid with the LBS
provider so that they become k-anonymous. The scheme of the privacy location
protocol without TTP is given in Algorithm 1.

As we have explained, we assume that LBS users are able to interact with k−1
companions (Step 1 of Algorithm 1). In the next sections we discuss how users
can collaborate to compute a common centroid Ū in order to achieve anonymity.

2.1 Computing the Centroid

Once the user ua has received the location information of her companions, she
computes the centroid Ū by using Equation 1,

Ū =

(∑k
i=1 xi

k
,

∑k
i=1 yi

k

)
(1)

2 We use the term companion to define a user ui ∈ U |ui �= ua collaborating with ua to
anonymise her location.

3 In the case in which the user cannot perform this task, a variety of methods based on
the collaboration with other users could be used.
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where (xi, yi) is the location of each user in U . After computing the centroid Ū ,
ua sends it to all her companions and to the LBS provider. Using Ū , ua identifies
herself whilst her real position remains hidden. Note that, as we assume that the
companions U are in the same cloaking region, the centroid is accurate enough
to let ua obtain useful information from Pu.

This approach is easy and computationally cheap. However, it cannot be really
applied because all the messages are sent to ua in plain text, thus, ua knows the
exact location of all her companions. In this case, if ua is a malicious user, the
location of all the companions is in jeopardy.

This approach has the problem that all the companions must trust ua because
they send her their real locations. Although there are real scenarios in which
this situation is possible, in many situations, users may prefer to hide their real
location from the others.

2.2 Masking the Locations

In order to prevent ua from knowing the location of her companions, we extend
the previous centroid computation scheme by the addition of Gaussian noise with
null average ∼ N(0, σ). By using a Gaussian pseudo-random numbers generator,
each companion ui can obtain a pair of numbers Nx

i and Ny
i following the desired

distribution. Then, these values are added to the real location as Equation 2
shows:

(x̂i, ŷi) = (xi, yi) + (Nx
i , Ny

i ) (2)

Once the real locations of the users are masked, they can be freely sent to ua

in order to let her compute the centroid Ū .

Ū =

(∑k
i=1(xi + Nx

i )

k
,

∑k
i=1(yi + Ny

i )

k

)
=

(∑k
i=1 xi

k
,

∑k
i=1 yi

k

)
+

(
N̄x, N̄y

)

Finally, u sends her masked location Ū to the LBS provider and to her com-
panions. Note that N̄x ≈ 0 and N̄y ≈ 0 when k is big enough. Thus, the
final centroid is properly computed, although the real locations of the users are
masked with noise. Unlike the plain approach, the one described in this section is
robust against a malicious user because she does not actually know the location
of the other users but the masked ones.

Unfortunately, this approach has a limitation. Due to the use of Gaussian noise
with null average, users should not use the same technique repeatedly without
changing their real location because of the cancellation of the added noise (i.e.
the average masked location of these users tends to the real location).

3 Location Privacy Based on a Public-Key Privacy
Homomorphism

To avoid the limitation of the aforementioned approach, it is necessary to prevent
ua from knowing the (x̂i, ŷi) values of their companions, whilst allowing the
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computation of a valid centroid Ū . To that end, we make use of a public-key
privacy homomorphism.

Privacy homomorphisms (PH) were formally introduced in [7] as a tool for
processing encrypted data. Basically, they are encryption functions Ek : T → T ′

which allow to perform a set F ′ of operations on encrypted data without having
knowledge of the decryption function Dk. The security gain is obvious because
classified data can be encrypted, processed by an unclassified computing facility,
and the result decrypted by the classified level.

The PH used must be additive4. This results in a third party being able to add
values but not being able to know which values are being added. In addition,
the PH used must be public-key (only the owner of the secret key is able to
retrieve the result of the addition) and probabilistic (the encryption algorithm
Ek randomly chooses the encrypted value from a set of possible values). For
instance, the Okamoto-Uchiyama [5] public-key cryptosystem is probabilistic
and has an additive homomorphic property.

3.1 Our Proposal

Let us assume that there is a PKI supplying to LBS providers public keys of
a public-key probabilistic and additive privacy homomorphism. This privacy
homomorphism has both encryption and decryption functions Epk(·) and Dsk(·).
The operation mapping the addition of the encrypted values is Γ (·). Let Pu be
an untrusted LBS provider whose secret and public keys in the PKI are skPu

and pkPu respectively.
Algorithm 2 details all the steps to be taken in order to hide the location of

ua by means of a public-key privacy homomorphism.
By using our protocol we allow the companions of ua to securely send sev-

eral times their locations to her, even when they remain in the same location.
Assuming that ua cannot decrypt the locations sent by her companions, she
cannot see the locations. Moreover, thanks to the probabilistic property of the
utilised privacy homomorphism, a malicious user ua is not able to track a static
companion. Our protocol is robust against the collusion of ua and Pu when the
companions are in movement.

3.2 Security

We next briefly summarise the security of our proposals. To do so, we check the
proposed protocols in two different scenarios with malicious users:

– Scenario with a malicious user ua. Generally, the companions of ua do
not trust her enough to give her their location in plain text. Thus, if they
protect their location by adding Gaussian noise with null average, they can-
not take part into several anonymity procedures if they do not change their

4 A privacy homomorphism is additive when one of the operations of F ′ maps the
addition of the unencrypted values.
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Algorithm 2. The complete protocol scheme
User ua initiates a location request with each of her companions ui ∈ U , sending1

the message {IdPu , ua}, where IdPu is the identifier of Pu.
Upon receiving the message, each companion ui makes use of the PKI to request2

the public key of the LBS provider IdPu to a certification authority.
By using the PKI, ui gets pkPu , signed by a certification authority.3

ui Checks the validity of pkPu and sends to ua the message4

{EpkPu
(x̂i), EpkPu

(ŷi)}, where x̂i and ŷi is the location of ui masked according to
Expression 2.
ua Makes use of the PKI to request pkPu and she encrypts her masked location.5

ua Performs the operation which results in the addition of the unencrypted6

values, although she is not able to see them:

ŪΓ =
(
Γ k

i=1EpkPu
(x̂i), Γ

k
i=1EpkPu

(ŷi)
)
=

(
EpkPu

(Σk
i=1x̂i), EpkPu

(Σk
i=1ŷi)

)

ua Sends to Pu the message {ŪΓ , k}. She also sends the message to her7

companions, so they can use the same message to identify themselves.
Finally, Pu decrypts ŪΓ , obtains the values Σk

i=1x̂i and Σk
i=1ŷi and divides them8

by k to obtain the centroid. Note that Pu is the only one able to perform this
operation because it is the only one who knows skPu .

location (because of the cancellation of the added noise). If a given com-
panion is not changing her location during several anonymity procedures
she must use the privacy homomorphism proposed in order to prevent ua

from seeing the masked locations and to track her. In this scenario, the plain
sending of locations is not secure enough. It is necessary to mask the loca-
tions with some Gaussian noise and the companions must be in movement
(cf. Section 1). If the companions are static, they have to use the proposed
privacy homomorphism to guarantee they location privacy (cf. Section 2).

– Scenario with a malicious user ua colluded with Pu. In this scenario,
ua is colluded with Pu and, thus, she knows the keys pkPu and skPu . A
particular case of this scenario is the one in which Pu acts as ua. Hence,
ua is able to decrypt the messages sent by her companions and she can see
the masked locations. In this case, the companions must be in movement in
order to guarantee their location privacy. Although the collusion of ua and
Pu is unlikely to happen, if Pu has been found to be colluded with ua, pkPu

could be revoked and Pu could be put in a blacklist. In this scenario, using a
privacy homomorphism is not enough because ua has access to skPu . Thus,
it is necessary to be in movement to avert the revelation of the real location
due to the noise cancellation.

4 Conclusions and Future Work

In this paper we have proposed a new method for providing the users of LBS with
location privacy. Our method is based on a public-key privacy homomorphism
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and, unlike the existing proposals, it averts the use of a trusted third party. Our
method relies on a basic scheme, consisting in the computation of the average
location of a set of k users, and improves it in the sense that it guarantees
the location privacy of the users and the location exchange among them by
using a public-key privacy homomorphism. Although privacy homomorphisms
are widely used in a variety of areas, we believe that a goal of this paper is
to propose an algorithm for using them to solve the privacy aspects related to
LBS. Future work includes improving the proposed method to allow static users
to take part in several anonymity procedures and studying different collusion
scenarios, with more than one user colluded with the LBS provider.
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1. Domingo-Ferrer, J., Sebé, F., Solanas, A.: A polynomial-time approximation to op-
timal multivariate microaggregation. In: Computer and Mathematics with Applica-
tions (in press, 2007)

2. Gedik, B., Liu, L.: A Customizable k-Anonymity Model for Protecting Location
Privacy (2004)

3. Gruteser, M., Grunwald, D.: Anonymous Usage of Location-Based Services Through
Spatial and Temporal Cloaking. In: Proceedings of the First International Confer-
ence on Mobile Systems, Applications, and Services, pp. 31–42 (2003)

4. Mokbel, M.F.: Towards Privacy-Aware Location-Based Database Servers. Interna-
tional Workshop on Privacy Data Management, PDM (April 2006)

5. Okamoto, T., Uchiyama, S.: A new public-key cryptosystem as secure as factoring.
Lecture notes in computer science, pp. 308–318

6. Bertino, E., Cheng, R., Zhang, Y., Prabhakar, S.: Preserving user location privacy
in mobile data management infrastructures. In: Proceedings of Privacy Enhancing
Technology Workshop (PET) (2006)

7. Rivest, R.L., Adleman, L., Dertouzos, M.L.: On data banks and privacy homomor-
phisms. Foundations of Secure Computation, 169–178 (1978)

8. Sweeney, L.: k-anonymity: A model for protecting privacy. Fuzziness and Knowledge
Based Systems 10(5), 557–570 (2002)



J. Lopez, P. Samarati, and J.L. Ferrer (Eds.): EuroPKI 2007, LNCS 4582, pp. 369–374, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

A Critical View on RFC 3647 

Klaus Schmeh 

cv cryptovision gmbh, Munscheidstr. 17, 
45886 Gelsenkirchen, Germany 

klaus.schmeh@cryptovision.com 

Abstract. A Certification Practice Statement (CPS), as well as one or several 
Certificate Policies (CP) are important parts of a Public Key Infrastructure. The 
by far most important source of information for writing a CPS or CP was 
developed by an IETF working group and was published as RFC 3647 [1]. RFC 
3647 can be thought of as a generic instruction set for creating a CPS and a CP. 
Yet, experience shows that working with RFC 3647 can be quite difficult. This 
is due to some fundamental issues, but also due to some shortcomings and 
faults in the standard. In addition, it is difficult to use RFC 3647 for a CPS/CP 
that is used outside the US. This paper names the main problems that a CPS/CP 
author has to face when following RFC 3647. It discusses possible solutions 
and reveals why the development of a new standard would be appropriate. 

Keywords: PKI, Certification Practice Statement, CPS, Certificate Policy, CP. 

1   Introduction 

RFC 3647 is the successor of RFC 2527 [2] and can therefore be regarded as a second 
version document. RFC 3647 is an Informational RFC, which implies that it has no 
official standard status. Anyway, it will be called a standard in this document, because 
it is a de-facto standard (obviously, for a paper document the existence of a well-
specified standard is less important than for a software solution). Virtually every 
CPS/CP author uses RFC 3647 as a source of information. To my knowledge there 
are no relevant alternatives to RFC 3647 today. 

The core of a CPS or CP according to RFC 3647 is a so-called „Set of Provisions“. 
RFC 3647 lists about 58 provision names that may or may not be used by a CPS/CP 
author. The provisions are grouped into nine chapters. In addition to the provision 
names, RFC 3647 also describes details about how a provision might look like in an 
actual CPS/CP. Yet, RFC 3647 doesn’t list any provisions itself, nor does it require 
that certain provision types are present in a CPS/CP. RFC 3647 therefore can be 
thought of as a toolkit for CPS/CP documents with the provisions as generic building 
blocks. 

Most CPS/CP authors don’t keep exactly to the structure proposed in RFC 3647. 
Usually, RFC 3647 is only used as a rough guideline and as a general source of 
information. In my view, this is an unlucky situation, because it would have major 
advantages to have CPS/CP documents that are structured in the same way and that 
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have an analogous content. This would make CPS/CP comparisons a lot easier, and, 
most of all, would provide for easy policy mapping like it is described in the X.509v3 
and the PKIX standards. 

One reason for this undesired situation is, of course, the complexity of the PKI 
topic itself. Yet, RFC 3647 is in my view more complex than necessary, and it has a 
number of serious disadvantages. The scope of this paper is to name the problems that 
arise when using RFC 3647. All the problems mentioned have a close relation to 
practice. This paper is based on experience gathered in more than 20 PKI projects 
with about a dozen CPS/CP documents. 

2   Structure Problems 

The structure RFC 3647 suggests for a CPS/CP document is not optimal. In my view, 
an RFC 3647 set of provisions doesn’t provide an easy, intuitive way to find the 
information the reader is looking for. I see the following reasons for this: 

� It is usually considered best-practice to group the description of an IT system into 
three parts: components, roles, and processes. In many cases one or two additional 
parts, like “Introduction” or “Policy Issues”, may be useful. Yet, RFC 3647 follows 
a completely different approach. It uses a nine chapter structure: “Introduction”, 
“Publication and Repository Responsibilities”, “Identification and Authentication”, 
“Certificate Life-Cycle Operational Requirements”, “Facility, Management, and 
Operational Controls”, “Technical Security Controls”, “Certificate, CRL, and 
OCSP Profiles”, “Compliance Audit and Other Assessment”, and “Other Business 
and Legal Matters“. In my view, it is a lot harder to find the desired information in 
this structure than it is in a conventional components-roles-processes document. 

� Some of the nine chapters recommended in RFC 3647 are in practice very short or 
even empty. E.g., chapters 2 and 8 don’t have subchapters and are therefore usually 
quite short. Chapter 9 is usually very short, too, because most of its provisions are 
not relevant in practice. On the other hand, chapters 3, 4, 6 and 7 may grow quite 
comprehensive. A components-roles-processes structure would avoid such 
differences in length. 

� As there is no dedicated chapter for processes, it is not possible to get an overview 
on the PKI processes specified by a RFC 3647 document at first sight. Instead, 
process descriptions are spread to several chapters (4, 5 and 6), which is not very 
intuitive. 

� The situation with roles is similar as with processes. It is not intuitively clear, 
where roles are described. To be precise, RFC 3647 not even mentions the word 
“role”. Instead, it uses the term “participants”. Participants can be described as a 
part of the introduction subchapter. I consider this a major shortcoming, because 
roles are important in a PKI and should not be presented as introductory 
information, but as a substantial part of a CPS/CP. 

� In RFC 3647, PKI components are covered even worse than PKI processes and 
PKI roles. There is simply no provision at all, that is designed to contain a 
description of all relevant components. Thus, a CPS/CP author has to hide the 
complete PKI architecture description in the introduction subchapter named 
“Overview”, which doesn’t grant this topic the importance it deserves. 
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� The most important process in a PKI is user enrolment. As the security and 
usability of a PKI heavily depend on a well-designed user enrolment, it is clear that 
a CPS/CP document should cover this issue in detail. Unfortunately, RFC 3647 
doesn’t mention an enrolment process as such. Instead, it separates the steps of an 
enrolment and spreads it into four subchapters (“Certificate Application”, 
“Certificate Application Processing”, “Certificate Issuance” and “Certificate 
Acceptance”). Again, this is by no means intuitive. In addition, this situation is 
hard to handle for a CPS/CP author, because enrolment is basically one process, 
which very often cannot be easily cut into four pieces. 

� Another non-intuitive part of the RFC 3647 CPS/CP structure is the renewal of a 
certificate or key. Three possible renewal processes are mentioned: Certificate 
Renewal (certificate content and key stay the same), Certificate Re-key (key 
changes, certificate content stays the same), and Certificate Modification 
(certificate content changes, key stays the same). Yet, no exact definition of these 
processes is given. Especially, it is not clear, if it is allowed to change the validity 
date and the serial number at a Certificate Re-Key (if it is allowed, the definition is 
wrong; if it is not allowed, it doesn’t make sense). 

� RFC 3647 requires a separation of the CP and CPS documents. Yet, my experience 
is that most PKI operators prefer to have only one document containing all 
necessary policy information. Yet, RFC 3647 doesn’t support such a single policy 
document. 

� When writing a CPS/CP document, it is always an important question, if a part of 
the CPS/CP or even the whole document shall be confidential. RFC 3647 proposes 
that confidential information should be swapped out into an additional document 
named “PKI Disclosure Statement” (PDS). It is clear, that such a document adds 
additional complexity to the whole project. Most PKI operators prefer to have only 
non-confidential information in a CPS/CP. Confidential issues should be treated in 
an operational statement, which is an internal document. 

3   Structure Problems 

RFC 3647 is not only mal-structured, but also has a number of serious shortcomings: 

� The expressions Certification Practice Statement  and Certificate Policy themselves 
were not optimally chosen by the RFC 3647 creators. The problem is that the 
abbreviations of the two words look very similar. The plural of CP is CPs, which is 
the same sequence of letters as CPS. This is confusing for laymen and even for 
experts. A better choice would have been CAP (CA Policy) instead of CPS, and 
DCP (Digital Certificate Policy) instead of CP. 

� Some important parts of a well-designed CPS/CP are missing in RFC 3647. As 
already mentioned, no chapters for components and roles are provided. In addition, 
an RFC 3647 CPS/CP doesn’t feature a literature list and a management summary. 
Another minor shortcoming: The abbreviation list of RFC 3647 is not complete; it 
lacks the expression PDS (PKI Disclosure Statement) mentioned above. 

� It is a basic requirement that a CPS always should mention the CPs that are 
supported by the respective CA. Amazingly, RFC 3647 doesn’t specify a place in a 
CPS, where such a link can be set. 
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� The well-known software PGP and the certificates it provides (PGP-certificates) 
are not mentioned in RFC 3647. Of course, this is somehow logical, as PGP-
certificates by definition don’t belong into an X.509 CPS/CP. Yet, most PKI 
operators don’t care about the separation between X.509 and PGP, and wish for a 
CPS/CP that mentions both. 

I hope that most of the shortcomings will be corrected in the successor of RFC 3647. 
Yet, I don’t expect that CPSs and CPs will be renamed, because it would lead to too 
much confusion. 

4   Outdated Content 

RFC 3647 was published in 2003. As PKI is a field that changes continuously, there 
are quite a few topics that came up in the last three years and that are naturally not 
mentioned in the RFC. Here are the most important ones: 

� Many PKI operators require that private keys be stored on a server as so-called 
“roaming keys”. The concept of roaming keys has substantially gained importance 
in the last few years and must therefore be considered in many CPS/CP documents. 
Yet, RFC 3647 doesn’t even mention roaming keys. This is a shortcoming, because 
roaming keys impose some major security problems that should not be ignored by 
CPS/CP authors. 

� Short-lived certificates, which need no revocation checking, are another topic that 
has become more and more popular in the recent past. The concept of short-lived 
certificates is not mentioned in RFC 3647. 

� One of the currently hottest issues in the field of Public Key Infrastructures is 
Identity Management (IM). Virtually all vendors of lM solutions either offer their 
own PKI tools (e.g. Microsoft and IBM) or have a partner selling an integrated PKI 
solution (e.g. Novell). PKI-vendors like Entrust position themselves as suppliers of 
integrated PKI-IM solutions. Many analysts and IT experts even consider PKI 
functionality more a feature of IM than a topic of its own. This development is 
currently changing the PKI market and influences PKI products, as well as PKI 
projects. Because of this situation, it must be considered a disadvantage that RFC 
3647 does not even mention Identity Management, let alone describe how an IM 
integration can influence processes like enrolment and revocation. 

� Another expression not even mentioned in RFC 3647 is “Smart Card”. This must 
be considered a shortcoming, because Smart Cards play an increasingly important 
role in the field of PKI. Several countries are conducting national card projects 
with PKI enabled Smart Cards. Companies and authorities setting up a PKI get 
more and more interested in Smart Cards, because they are more secure and allow 
for additional non-PKI applications. One problem in this context is that Smart 
Cards require additional components (e.g. card printer, card management software) 
and additional processes (e.g. unblocking a card after three wrong PINs have been 
entered). RFC 3647 doesn’t address any of these aspects and must therefore be 
regarded as a framework for cardless PKIs. 
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It is clear that most of the mentioned shortcomings can easily be corrected in the next 
version of RFC 3647. Yet, it might last another two to three years, before a RFC 3647 
successor will be published. This arises the question, if an RFC is at all a suitable 
medium for publishing instructions on CPS/CP writing. It might be better to realise 
such an instruction set as a document that is updated regularly. While such an 
approach might lead to confusion and incompatibilities in case of a software, it 
sounds like the most appropriate way to publish a best-practice document. 

5   Problems with Non-english CPS/CP Documents 

When using RFC 3647 for writing a non-English CPS/CP document, there are a a few 
more problems to deal with. Of course, these problems cannot be blamed to the RFC 
3647 creators, because they had to focus on international issues. Anyway, the 
problems exist. Here are the most important ones: 

� All RFC 3647 provisions are only available in English. There are no official 
translations to other languages I am aware of. This is a problem for virtually any 
CPS/CP writer in countries like Germany, France or Japan, because the legal 
situation or other constraints require a CPS/CP in the respective language. Of 
course, it is no problem to find an appropriate translation for a provision name; the 
problem is that there is no standard and that PKI users and operators therefore have 
to deal with a confusing variety of provision names. 

� There is a similar problem regarding the definitions made in RFC 3647. All of 
them are English; there are no standard translations. For example, there are at least 
three different German words for a CA. 

� RFC 3647 doesn’t mention the European Signature Directive [ESig]. This is a 
problem, as the EU Signature Directive is currently the most important law of its 
kind in the world. 

It is obvious that RFC 3647 has a focus on the US and on English-speaking countries. 
Of course, it is not possible to change this situation completely, as a standard minding 
German, French, Japanese and other language and legal requirements would be not 
feasible. Yet, it is important to note that writing a CPS/CP in a language different than 
English can be a major challenge. In my view, it is an important task for national IT 
security agencies and industry organizations to work out CPS/CP standards that fit 
with the local requirements. 

6   Conclusion and Possible Solutions 

The concept of RFC 3647 is by far not optimal. RFC 3647 CPS/CP documents are 
structured in a non-optimal way, and they lack some important content. In addition, 
RFC 3647 misses a few up-to-date topics, and it is not well-suited for CPS/CP authors 
writing in other languages than English. When a simple CPS/CP document is desired, 
which is very often the case in practice, RFC 3647 is too complex. 

For the reasons mentioned, there is a lot of fundamental work to be done in the 
near future. Of course, RFC 3647 needs to be updated in the next few years in order to 
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fix some of the shortcomings mentioned in this paper and to update it with recent 
developments. Issues like Smart Cards, roaming keys and Identity Management have 
to be addressed. 

Yet, updating RFC 3647 will only solve a part of the problems. Therefore, 
additional work will have to be done by national IT security organizations (authorities 
or industry organizations) in order to adapt RFC 3647 to local requirements. This 
includes compulsory translations of the provision names and of the main technical 
expressions. In addition, national laws have to be considered, when assembling 
standards for the local use of CPS/CP documents. Most of all, the European Signature 
Directive, which is valid for about 460 Million people, should be minded. 

Apart from this, I see the necessity for an alternative CPS/CP standard, which 
could be called Simple CA Policy (SCAP). An SCAP would be document that can be 
used instead of a CPS/CP and would be much simpler. I expect that more PKI 
operators would be interested in such an SCAP than in an RFC 3647 CPS/CP. SCAP 
should not be published as RFC, because RFCs are static documents that don’t change 
for years. Instead, SCAP should be treated as a document that is updated regularly. 

As a CPS/CP author can’t wait until the mentioned changes will come, he or she 
must find a strategy to live with the current situation. I usually write CPS/CP 
documents like this: 

� There is only one document containing CPS and CP information. 
� In addition to the CPS/CP document there is a statement describing the whole PKI 

architecture with all processes and roles. This statement is confidential. The 
CPS/CP document only contains information that can be published to the PKI 
users. 

� Although I don’t like the RFC 3647 structure, I keep to it, in order to enable easily 
comparable documents. 

� I always list components in the “Overview” subchapter of chapter 1. 
� I describe roles in the “Participants” subchapter. 
� I usually add a literature table in the “Definitions and Acronyms” subchapter. 
� I define a user enrolment process as one piece. Then I cut it into four pieces to 

match the RFC 3647 structure. 
� ·My CPS/CP documents always contain a lot of empty chapters. In the 

introduction, I mention, why this is the case. 

With this strategy, I usually manage to write CPS/CP documents that are readable, 
although they adhere to the RFC 3647 structure. Anyway, I hope that a better standard 
will be available one day. 
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